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## Abstract

Over the last decades, great strides have been made by the mathematical and medical communities towards the understanding of tumor growth. The recently achieved novelties arise from two leading factors: on the one hand, the flourishing of mathematical models for biological systems, and on the other hand, the more and more accurate computational methods and numerical solvers rose in the last decades. Despite the deep and challenging aim of understanding the hidden mechanisms behind the disease, the scientists' factual goal is to provide robust methods that may help the practitioners suiting the best therapy for every single patient. In this sense, the mathematical approach to tumour growth models might bring new lymph and hope to this arduous journey.

This thesis aims at contributing to this common effort by providing some mathematical insights for two classes of tumor growth models capturing cell-to-cell adhesion effects of local and nonlocal nature, respectively. The common denominator of the two models under consideration is the assumption that the tumour cells are submerged in a nutrient-rich environment which is the primary source of nourishment for the tumorous cells: this is a reasonable assumption at least for young tumours (avascular tumours). This paradigm leads us to analyse four-species PDE systems (tumour cells, healthy cells, nutrient-rich concentration, nutrient-poor concentration) which couple a Cahn-Hilliard type equation with source term for the tumour with a reaction-diffusion equation for the surrounding nutrient.

For both models, we provide a rich spectrum of mathematical results. In the first part of the thesis, we discuss the weak well-posedness of the models under very general frameworks. Then, postulating further natural assumptions, we establish the strong well-posedness of the systems which lays the groundwork for possible further investigations. Lastly, we perform some singular limit analysis as some of the coefficients appearing in the systems approach zero.

In the second part, based on the analytic results presented in the first one, we discuss some optimal control problems in which the governing equations are ruled by the previously analysed systems. In this direction, we provide the existence of minimisers and first-order necessary conditions for optimality. Via suitable asymptotic
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approaches, we then investigate the optimal control problems for the aforementioned systems as some parameters occurring in the systems go to zero.

## CHAPTER

Introduction
ca. $460 \mathrm{BC}-\mathrm{ca} .370 \mathrm{BC}$ : those are the years in which Hippocrates of Kos, often referred to as "Father of Medicine", first employed the word karkinos (carcinos), the Greek word for crab, to describe the cancer disease due to the picturesque finger-like shape created by the blood vessels sprouting around a solid tumour (see [127, 147]). Remarkable is both the long time that has elapsed since the discovery of the disease as well as the incessant fervor with which scientists have continued to investigate it.

The understanding of solid tumour growth, which is nowadays a leading cause of death worldwide, is one of the main scientists' challenges of this century. Although it is undeniable that considerable progress has been made towards more efficient therapies, the deep comprehension behind tumour's development still remains a challenging open problem. Although, it is now more than ever clear that only interdisciplinary collaborations may allow us to grasp more insights on cancer's evolution. In this scenario, the mathematics could play a crucial role as multiscale mathematical modelling provides a quantitative tool which may help in diagnostic and prognostic applications. Among others, mathematics has in fact two significant advantages: the first one is that of being able to select particular mechanisms which may be more relevant than others, while the second one is that of being able to foresee and make predictions that may be precious for medical practitioners without inflicting serious harm to the patients. Besides, the great flourishment of computational methods simulating nonlinear PDEs allows for the development of numerical solvers that may be implemented as a supporting tool in clinical therapies.

A major breakthrough in this field of research has sprouted from realising that the
aggregation of tumorous cells, like any other material, have to obey physical laws: in this sense, from a modelling perspective, a tumour mass does not behave that different from other complex materials investigated by scientists. In this direction, many mathematical models of Cahn-Hilliard type have been proposed to capture the complexity of the underlying biological and chemical phenomena: see, e.g., the seminal works [8, 15, 22, 23, 50, 71, 121] and the references therein.

It is then the purpose of this thesis to present and provide some theoretical mathematical background concerning two families of phase-field models which are thermodynamically consistent and are suited to describe the evolution of young tumours. In fact, the key modelling assumption behind the models we are going to consider is that the tumour cells are embedded in a nutrient-rich environment from which the tumour draws nourishment to grow which is a reasonable assumption for young tumours as they do not possess yet their own vascular system (avascular tumours) and must, therefore, absorb growth factors (e.g., oxygen, glucose) from the surrounding region.

The two classes under consideration in the thesis consist of systems of partial differential equations coupling a Cahn-Hilliard type equation for the phase variable, tracking the tumour's evolution, with a reaction-diffusion equation for the nutrient. They differ from each other from considering short-ranged only and possibly also long-ranged interactions between the particles, respectively. For both the models we establish weak and strong well-posedness, regularity results, asymptotic analysis as some characteristic parameters approach zero, and some non-trivial application of optimal control.

### 1.1 The Abstract Models

Let $\Omega \subset \mathbb{R}^{d}, d \in\{2,3\}$ denotes the spatial domain (the involved tissue) and let $T>0$ be some final time. The two families of phase-field models of Cahn-Hilliard type whose physical context is that of tumor growth dynamics that will be analysed in this thesis are the following:

- The first family, that will be referred to as the local model, reads as

$$
\begin{align*}
\alpha \partial_{t} \mu+\partial_{t} \varphi & =\operatorname{div}(m(\varphi) \nabla \mu)+\mathcal{S}^{1} & & \text { in } \Omega \times(0, T),  \tag{1.1}\\
\mu & =\beta \partial_{t} \varphi-\gamma \varepsilon \Delta \varphi+\frac{\gamma}{\varepsilon} F^{\prime}(\varphi)-\chi \varphi & & \text { in } \Omega \times(0, T),  \tag{1.2}\\
\partial_{t} \sigma & =\operatorname{div}(n(\varphi) \nabla(\sigma-\chi \varphi))-\mathcal{S}^{2} & & \text { in } \Omega \times(0, T) . \tag{1.3}
\end{align*}
$$

- The second family, that will be referred to as the nonlocal model, reads as

$$
\begin{align*}
\alpha \partial_{t} \mu+\partial_{t} \varphi & =\operatorname{div}(m(\varphi) \nabla \mu)+\mathcal{S}^{1} & & \text { in } \Omega \times(0, T),  \tag{1.4}\\
\mu & =\beta \partial_{t} \varphi+\gamma \varepsilon(a \varphi-J * \varphi)+\frac{\gamma}{\varepsilon} F^{\prime}(\varphi)-\chi \varphi & & \text { in } \Omega \times(0, T),  \tag{1.5}\\
\partial_{t} \sigma & =\operatorname{div}(n(\varphi) \nabla(\sigma-\chi \varphi))-\mathcal{S}^{2} & & \text { in } \Omega \times(0, T) . \tag{1.6}
\end{align*}
$$

It is worth noticing that these models can be derived using balance and constitutive laws, such as mass and momentum balances, and thermodynamic principles; more insights in this direction will be provided in Section 1.4 Let us refer the reader, e.g., to the contributions [62,92,96], where the derivation of similar models can be found.

Here, we just give some general overview of the occurring symbols and refer to the following sections for a more in-depth discussion on the associated assumptions and on the choice of the boundary and initial conditions. The primary variables of the above systems are $\varphi, \mu$, and $\sigma$. The variable $\varphi$, called phase variable, is an order parameter representing the difference of tumour cells and healthy cells volume fractions ranging between -1 and 1 . It allows us to keep track of the evolution of the interface of the tumour since this latter can be recovered from the level sets of $\varphi$. Namely, the level sets $\{\varphi=1\}$ and $\{\varphi=-1\}$ describe the region of pure phases: the tumourous phase and the healthy phase, respectively. Moreover, the diffuse interface approach postulates (see, e.g., [148]) that in most of the spatial region the solution takes values close to $\pm 1$, the pure phases, and that there exists a narrow transition layer $\{-1<\varphi<1\}$ of thickness $\varepsilon$ in which $\varphi$ smoothly passes from one phase to the other. One of the major advantages of this modelling approach is that, unlike free boundary models, which formally correspond to the choice of the thickness parameter $\varepsilon=0$, it takes into account also possible delicate behaviours such as topological changes in the tumorous regions, occurring for example during break-up and coalescence phenomena. For some free boundary problems modelling tumor growth we refer the reader to, e.g., [21,25,53,58,70,72,73] and the references therein. The second variable $\mu$ denotes the chemical potential related to $\varphi$ as in the framework of the Cahn-Hilliard equation. As already mentioned, we postulate the growth and proliferation of the tumour to be driven by absorption and consumption of some nutrient $\sigma$ with the convention that $\sigma \simeq 1$ represents a rich nutrient concentration, whereas $\sigma \simeq 0$ a poor one. Thus, the third variable $\sigma$ captures the evolution of an unknown species nutrient, typically oxygen or glucose, in which the tumour is embedded.

The functions $m(\varphi)$ and $n(\varphi)$ are non-negative mobility functions related to the phase variable and to the nutrient variable, respectively. The physical constants $\varepsilon$ and $\gamma$ are related to the interfacial thickness, i.e., the Lebesgue measure of the level set $\{-1<\varphi<1\}$, and to the surface tension, respectively. It is worth noticing that, as they will not cover any role in our analysis, we will simply take $\gamma=\varepsilon=1$ in the following chapters. Meanwhile, the non-negative constant $\chi$ represents the chemotactic sensitivity and it will cover a fundamental role in the investigation of the nonlocal models (1.4)-1.6) (cf. Chapter 4). From a biological viewpoint the chemotaxis refers to the movement of the tumour cells towards regions of high nutrient concentration. Actually, the pure chemotaxis effect is solely captured by the term $-\chi \sigma$ in $(1.2)(\sqrt{1.5})$ respectively), while the second contribution $-\chi \operatorname{div}(n(\varphi) \nabla \varphi)$ in (1.3) (1.6) respectively) is called active transport and is responsible of the active movement, in a biological sense, of the nutrient towards regions with high tumour concentration. From a modelling viewpoint, it is indeed possible to decouple these two mechanisms and take two different non-negative constants in front of them. Namely, we can keep $-\chi \sigma$ in (1.2) ( $(1.5)$ respectively) with the constant $\chi$ and consider the second contribution as $-\eta \operatorname{div}(n(\varphi) \nabla \varphi)$ with a possibly different non-negative constant $\eta$. We refer the reader to [89, 90, 96] for more details on chemotaxis and active transport effects as well as their decoupling.

As a common feature of phase-field models, $F$ represents a double-well shaped nonlinearity. Typical examples are given by the regular, logarithmic, and double-
obstacle potentials, which are defined, in this order, by

$$
\begin{align*}
& F_{\text {reg }}(s):=\frac{1}{4}\left(s^{2}-1\right)^{2}, \quad s \in \mathbb{R},  \tag{1.7}\\
& F_{\text {log }}(s):= \begin{cases}\frac{\vartheta}{2}[(1+s) \ln (1+s)+(1-s) \ln (1-s)]-\frac{\vartheta_{0}}{2} s^{2}, & \text { if } s \in(-1,1), \\
+\infty & \text { otherwise },\end{cases}  \tag{1.8}\\
& F_{\text {dob }}(s):= \begin{cases}c\left(1-s^{2}\right) & \text { if } s \in[-1,1], \\
+\infty & \text { otherwise },\end{cases} \tag{1.9}
\end{align*}
$$

for some positive constant $c$ and $0<\vartheta<\vartheta_{0}$. Observe that $F_{\text {log }}$ is very relevant in the applications, where $F_{\text {log }}^{\prime}(s)$ approaches infinity as $s \rightarrow \pm 1$ and that, in the case of (1.9), the second equation (1.2) ( $(1.5)$ respectively) has to be modified into a differential inclusion, with $F^{\prime}(\varphi)$ intended in the sense of subdifferentials.

In the nonlocal model (1.4)-(1.6), $J$ stands for an even spatial convolution kernel and $a:=J * 1$. The positive constants $\alpha$ and $\beta$ may be regarded as relaxation parameters since $\alpha \partial_{t} \mu$ in (1.1) ( $(1.4)$ respectively) provides a parabolic structure to the first equation, whereas the term $\beta \partial_{t} \varphi$ in (1.2) ((1.5) respectively) represents the classical viscosity contribution as in the Cahn-Hilliard equation (see, e.g., [9.66]). The key idea behind these regularisations, which goes back to [36] in the context of tumour growth models (see also [38, 39]), stems from the fact that their regularising effects allow taking into account general potentials that may be singular, and possibly non-regular, including (1.8) and (1.9) as well as complex biological mechanisms like chemotaxis and active transport. Lastly, the functions $\mathcal{S}^{1}$ and $\mathcal{S}^{2}$ design some source/sink terms which somehow encapsulate the mutual interplay between the tumour cells and nutrient cells. For the discussion of some possible specific form for these source terms we refer to Section 1.4

Let us mention that, in order to better emulate in-vivo tumour growth, numerous authors have proposed to include fluid motion by further coupling systems similar to the models above with a velocity law of Darcy's or Brinkmann's type: see, e.g., [60-62, 65, 82, 84, 88-91, 96, 107, 149] and the references therein. In this regard, we stress that the second main assumption of our approach relies on neglecting the velocity effects, thus leading to simpler systems. However, the absence of velocity contribution will allow us to investigate the presented models under very general assumptions covering the case of singular potentials and further complex mechanisms like the active transport which, usually, can not be included in the corresponding mathematical analysis if a velocity field is prescribed.

Let us mention that the last assumption that has been tacitly considered, which is however in line with all the aforementioned models, is that we consider only singlespecies tumour growth models: for multi-species models, we refer to [54, 80, 82, 92].

From the modelling viewpoint, lots of additional non-trivial mechanisms can be incorporated such as apoptosis or necrosis as well as effects of elasticity or viscoelasticity; see $[8,24,52,92,96,106,122,129,131,132]$ and the references therein. As far as elasticity effects are concerned, we point out the recent work [95] (see also
[68, 116, 117]) wrote by the author in collaboration with H. Garcke and K. F. Lam. There, elasticity effects are taken into account as physical evidence showed that the presence of the extracellular matrix or a rigid bone can assert significant influences on tumour proliferation.

To conclude, a different choice for the potential has been proposed by A. Agosti et al. in [2], where they combine degenerate mobility with single-well potential of Lennard-Jones type. All this introduces several mathematical challenges as the degeneracy set of the mobility and of the singularity set of the potential do not coincide.

Lastly, we mention the contributions $[2,-5,49,51,69,150]$, where numerical simulations and comparison with clinical data can be found.

### 1.2 The Classical Cahn-Hilliard Equation

In this section, we temporarily set aside the tumour growth models and collect some well-known facts on the celebrated Cahn-Hilliard equation. This will help to comprehend the deep connection between phase segregation and the structure of the above tumour growth models.

The original Cahn-Hilliard equation dates back to 1958 by J. W. Cahn and J. E. Hilliard in [28] (see also [26]) and it was primarily introduced to model the spinodal decomposition in binary alloy mixtures. Since then it has found more and more applications in various fields of applied sciences of which we just mention material science, engineering, chemistry, ecology, natural sciences, mathematics, and imaging sciences. The Cahn-Hilliard equation is a semilinear parabolic equation of fourth-order which, in its classical form, reads as the system

$$
\begin{cases}\partial_{t} \varphi=\operatorname{div}(m(\varphi) \nabla \mu) & \text { in } \Omega \times(0, T),  \tag{1.10}\\ \mu=-\varepsilon \Delta \varphi+\frac{1}{\varepsilon} F^{\prime}(\varphi) & \text { in } \Omega \times(0, T),\end{cases}
$$

or, equivalently, as the single equation

$$
\begin{equation*}
\partial_{t} \varphi-\operatorname{div}\left(m(\varphi) \nabla\left(-\varepsilon \Delta \varphi+\frac{1}{\varepsilon} F^{\prime}(\varphi)\right)\right)=0 \quad \text { in } \Omega \times(0, T) . \tag{1.11}
\end{equation*}
$$

As before, $\varphi$ denotes the phase variable, i.e., the rescaled concentration of one of the material's components which takes values between $\pm 1$ so that the two extremes represent the pure phases, $\mu$ is the corresponding chemical potential, $m(\varphi)$ stands for a non-negative mobility, $\varepsilon$ for the thickness of the transition layer, and $F$ is a double-well nonlinearity. About it, we note that the most thermodynamically relevant example is the logarithmic nonlinearity (1.8), which can be derived from a mean-field model and it is deeply connected with the entropy of the binary mixture. In the contex of binary mixtures, the constants $\vartheta$ and $\vartheta_{0}$ in (1.8) are proportional, in this order, to the absolute temperature and the critical temperature of the binary mixture we are dealing with. Notice that, the requirement $0<\vartheta<\vartheta_{0}$ entails that $F_{\text {log }}$ does possess a doublewell structure so that the phase segregation takes place. It is extremely frequent in the literature to employ the regular quartic potential (1.7) as a reasonable polynomial approximation of the logarithmic potential which, from a phenomenological viewpoint,
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is accurate when the quench is shallow, i.e., when the absolute temperature $\vartheta$ is close to the critical value $\vartheta_{0}$. As the phase mobility $m(\varphi)$ is concerned, there are essentially two main possible choices: regular mobility or degenerate mobility. The first approach consists in assuming a regular, concentration-dependent, non-negative and bounded mobility. Namely, it can be assumed that there exist some constants $m_{*}$ and $m^{*}$ such that

$$
0 \leq m_{*} \leq m(s) \leq m^{*}, \quad s \in \mathbb{R}
$$

Let us point out that the case of concentration dependent mobility already shows some mathematical challenges. In fact, for the classical Cahn-Hilliard equation (1.10) with non-constant and non-degenerate mobility uniqueness of weak solutions is not known for $d \geq 3$ : see [13] for the case $d \in\{1,2\}$. For this reason, the classical assumption is to postulate constant mobility that can be taken without loss of generality equal to one. The last popular choice is the so-called degenerate mobility (proposed in, e.g., [27, 29, 145]) consisting of a polynomial function defined on the physically relevant domain $[-1,1]$ with degeneracy at the extremal points $\pm 1$. Namely, it can be assumed that

$$
m(s)=\left(1-s^{2}\right)_{+}:=\max \left\{1-s^{2}, 0\right\}, \quad s \in \mathbb{R}
$$

or, more generally, that

$$
m(s)=\left(1-s^{2}\right)_{+}^{\gamma}, \quad \gamma \geq 1, s \in \mathbb{R}
$$

Usually, the above choices for the mobility are matched with the choice (1.8) for the potential. In this direction, let us refer to the well-known paper [67] which proves the existence of weak solutions for the case of degenerate mobility, in both two and three dimensions, by employing a suitable approximation argument: the uniqueness result is still an open problem due to the low regularity that can be established. Let us observe that, on the other hand, existence and uniqueness of weak solutions for the nonlocal problem are well-known (see, e.g., [85]). In the context of tumour growth models the degenerate mobility case was analysed in [79, 81].

More recent is instead the derivation of the corresponding nonlocal model performed by G. Giacomin and J. L. Lebowitz in [99-101] (see also the contributions [35,74-77, 86] and the references therein). In its strong formulation the so-called nonlocal Cahn-Hilliard equation reads as

$$
\begin{cases}\partial_{t} \varphi=\operatorname{div}(m(\varphi) \nabla \mu) & \text { in } \Omega \times(0, T),  \tag{1.12}\\ \mu=\varepsilon(a \varphi-J * \varphi)+\frac{1}{\varepsilon} F^{\prime}(\varphi) & \text { in } \Omega \times(0, T),\end{cases}
$$

where $J: \mathbb{R}^{d} \rightarrow \mathbb{R}$ is an even sufficiently fast decaying kernel whose significant examples are given for instance by the Riesz, Bessel or Newtonian potentials, and

$$
a(\mathbf{x}):=(J * 1)(\mathbf{x})=\int_{\Omega} J(\mathbf{x}-\mathbf{y}) \mathrm{d} \mathbf{y}, \quad \mathbf{x} \in \mathbb{R}^{d} .
$$

It is worth noticing that the nonlocal Cahn-Hilliard equation, in contrast to the local one, reduces to a second-order semilinear parabolic equation. In fact, the formal difference with respect to 1.10 is that the Laplace operator is substituted by a suitable spatial convolution kernel $J$. Even if this may appear as a simplification from a mathematical viewpoint, it is however balanced from the fact that the absence of the Laplace operator in the second equation results in a lack of spatial regularity for the phase variable. Besides, let us remark that by taking $\alpha=\beta=\chi=0, \mathcal{S}^{1}=0$ and $\gamma=1$ in the abstract system (1.1)-(1.3) we are limited to (1.10) (respectively (1.12) if we consider system (1.4)-1.6) as a starting point).

Let us now focus our attention on the local model (1.10), even if similar considerations can be extended to the nonlocal case. Typically, the system (1.10) is complemented with homogeneous Neumann (i.e., no flux) boundary conditions

$$
\partial_{\mathbf{n}} \varphi=0, \quad \partial_{\mathbf{n}} \mu=0 \quad \text { on } \partial \Omega \times(0, T),
$$

and with an initial condition of the form

$$
\varphi(0)=\varphi_{0} \quad \text { in } \Omega,
$$

for some given function $\varphi_{0}$. It is worth noticing that the no-flux condition $\partial_{\mathbf{n}} \mu=0$ entails that the mass is conserved during the evolution as the integration of the first equation of (1.10) produces

$$
\int_{\Omega} \varphi(t)=\int_{\Omega} \varphi_{0}=: m_{0} \quad \text { for every } t \in(0, T)
$$

being $m_{0}$ a fixed quantity since $\varphi_{0}$ is prescribed. Besides, the condition $\partial_{\mathbf{n}} \varphi=0$ has the physical interpretation that the interface intersects the boundary of $\Omega$ at a static contact angle of $\frac{\pi}{2}$. Concerning the nonlocal case let us just mention that we do not need any boundary condition on the phase variable $\varphi$ due to its lower order.

For further notions on the Cahn-Hilliard equation, we refer to the book [125] and the references therein.

### 1.3 Energies in Comparison: Short-ranged and Long-ranged Interactions

From a variational perspective, the Cahn-Hilliard equation (1.10) can be derived as the conserved dynamic of the Ginzburg-Landau free energy functional $\mathcal{G}$, reading as

$$
\begin{equation*}
\mathcal{G}(\varphi):=\int_{\Omega}\left(\frac{\varepsilon}{2}|\nabla \varphi|^{2}+\frac{1}{\varepsilon} F(\varphi)\right) \mathrm{d} \mathbf{x} . \tag{1.13}
\end{equation*}
$$

Then, one assumes the chemical potential $\mu$ to be defined as the variational derivative of the above energy funcitonal, i.e., $\mu:=\frac{\delta \mathcal{G}}{\delta \varphi}$. Let us comment on the two terms occurring in the energy: on the one hand the first one, encapsulating surface energy effects, penalises rapid spatial changes, i.e., too many interfaces, whereas on the other hand
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the second term vanishes in the pure phases and it is positive otherwise. Moreover, it can be shown that the Cahn-Hilliard equation is the $H^{-1}$ type gradient flow of $\mathcal{G}$ in the sense that

$$
\begin{equation*}
\left(\partial_{t} \varphi, \eta\right)_{*}=-\frac{\delta \mathcal{G}}{\delta \varphi}(\varphi)[\eta] \quad \forall \eta \in \stackrel{\circ}{H}^{1}(\Omega) \tag{1.14}
\end{equation*}
$$

where the above space $\stackrel{\circ}{H}^{1}(\Omega)$ and the scalar product $(\cdot, \cdot)_{*}$ are defined later on in Section 2.4.1 (cf. equations (2.7) and (2.8)), and where in this case we assume for simplicity that $F$ is defined by the regular potential (1.7). Since it is not the focus of our study, let us proceed formally and just sketch some heuristic computations which justify our statements: for more details see [48]. In this direction, let us consider a smooth enough solution $\varphi$ so that we can integrate by parts in (1.14). This leads to obtain that

$$
\int_{\Omega}(-\Delta)^{-1} \partial_{t} \varphi v \mathrm{~d} \mathbf{x}=\int_{\Omega}\left(\varepsilon \Delta \varphi-\frac{1}{\varepsilon} F^{\prime}(\varphi)\right) v \mathrm{~d} \mathbf{x}-\int_{\partial \Omega} \varepsilon \partial_{\mathbf{n}} \varphi v \mathrm{~d} \mathbf{x}, \quad \forall v \in \stackrel{\circ}{H}^{1}(\Omega)
$$

Thus, we invoke the fundamental lemma of calculus of variations which entails that, pointwise, we have

$$
(-\Delta)^{-1} \partial_{t} \varphi=\varepsilon \Delta \varphi-\frac{1}{\varepsilon} F^{\prime}(\varphi) \quad \text { in } \Omega, \quad \text { and } \quad \partial_{\mathbf{n}} \varphi=0 \quad \text { on } \partial \Omega .
$$

Then, upon defining $\mu:=-\varepsilon \Delta \varphi+\frac{1}{\varepsilon} F^{\prime}(\varphi)$, we infer that

$$
\begin{cases}\Delta \mu=\partial_{t} \varphi & \text { in } \Omega \\ \partial_{\mathbf{n}} \mu=0 & \text { on } \partial \Omega\end{cases}
$$

and collecting the above terms we deduce that (1.14) produces the Cahn-Hilliard equation (1.10). Let us also mention that by using the same free energy functional it can be shown that the Allen-Cahn equation, which is strictly connected with the CahnHilliard one, may be regarded as the $L^{2}$-gradient flow associated to the same free energy $\mathcal{G}$. For more details in this direction, we refer the reader to [16, 17, 48, 87].

The intrinsic limitation of the Ginzburg-Landau energy approach, and in turn of the classical Cahn-Hilliard equation (1.10), relies on the fact that it postulates the evolution to be driven by short-range interactions only, whereas for several physical situations, one has to take to include long-range interactions into account. For the corresponding derivation, we refer to [99-101], where the authors started from a discrete formulation on a lattice and deduce, by using a suitable asymptotic technique (hydrodynamic limit), a nonlocal macroscopic equation. There, instead of the classical (local) Ginzburg-Landau free energy functional, they propose to employ the nonlocal Helmholtz free energy

$$
\begin{equation*}
\mathcal{H}(\varphi):=-\frac{\varepsilon}{2} \int_{\Omega} \int_{\Omega} J(\mathbf{x}-\mathbf{y}) \varphi(\mathbf{x}) \varphi(\mathbf{y}) \mathrm{d} \mathbf{x} \mathrm{~d} \mathbf{y}+\frac{1}{\varepsilon} \int_{\Omega} \hat{F}(\varphi) \mathrm{d} \mathbf{x} \tag{1.15}
\end{equation*}
$$

where $\hat{F}$ denotes the convex part of the double-well potentials introduced above. However, as pointed out in [86], it is possible to rewrite (1.15] in the form

$$
\begin{equation*}
\mathcal{H}(\varphi)=\frac{\varepsilon}{4} \int_{\Omega} \int_{\Omega} J(\mathbf{x}-\mathbf{y})|\varphi(\mathbf{x})-\varphi(\mathbf{y})|^{2} \mathrm{~d} \mathbf{x} \mathrm{~d} \mathbf{y}+\frac{1}{\varepsilon} \int_{\Omega} F(\varphi) \mathrm{d} \mathbf{x}, \tag{1.16}
\end{equation*}
$$

where $F$ is a double-well nonlinearity so that (1.16) resembles the strucure of (1.13) and by following similar lines of argument as in the local case it can be proved that the first variation of the Helmholtz free energy leads to the nonlocal Cahn-Hilliard system (1.12). To be precise, this new $F$, which possess a double-well shape as happened for the classical Cahn-Hilliard equation, has been obtained as

$$
\begin{equation*}
F(s)=F(s, \mathbf{x})=\hat{F}(s)-\frac{1}{2} a(\mathbf{x}) s^{2} . \tag{1.17}
\end{equation*}
$$

Thus, due to the identity (1.17), the nonlocal Cahn-Hilliard system can be presented as (1.12) with the function $a(\cdot)$ and $F(s)=F(s, \mathbf{x})$ having a double-well shape or, equivalently, as

$$
\begin{cases}\partial_{t} \varphi=\operatorname{div}(m(\varphi) \nabla \mu) & \text { in } \Omega \times(0, T),  \tag{1.18}\\ \mu=-\varepsilon J * \varphi+\frac{1}{\varepsilon} \hat{F}^{\prime}(\varphi) & \text { in } \Omega \times(0, T),\end{cases}
$$

where $\hat{F}$ stands for the convex part of the aforementioned double-well potentials. Notice that in the literature, the usual mathematical framework postulates both the presence of the function $a$ as well as the double-well shape for the potential $F$ which is assumed to be independent of the space variable x (in analogy to (1.13)). It is then clear that all of these results are slightly more general than what described above and therefore in line with the correct nonlocal model.

Besides, (1.16) shows that its first approximation is formally given by $\frac{\varepsilon}{2}|\nabla \varphi|^{2}$ provided that the convolution kernel $J$ is sufficiently peaked around the origin. In this regards, let us mention that, recently, it has been shown in a series of contributions [55-57, 123] how the asymptotic convergence of the solutions of the nonlocal Cahn-Hilliard equation to the respective solutions to the local one can be obtained when the kernel suitably peaks around zero. As the asymptotic limit performed in those works is performed in the framework of double-well shaped potentials $F$, which entails including $a(\cdot)$ in the second equation, we have decided to follow the same choice in the formulation of the nonlocal system (1.4)-(1.6) for possible future asymptotic investigations.

To conclude, let us point out that both the local and nonlocal Chan-Hilliard equations verify the energy identities

$$
\frac{d}{d t} \mathcal{G}(\varphi(t))+\int_{\Omega}|\sqrt{m(\varphi)} \nabla \mu(t)|^{2} \mathrm{~d} \mathbf{x}=0 \quad \text { for all } t \in[0, T]
$$

and

$$
\frac{d}{d t} \mathcal{H}(\varphi(t))+\int_{\Omega}|\sqrt{m(\varphi)} \nabla \mu(t)|^{2} \mathrm{~d} \mathbf{x}=0 \quad \text { for all } t \in[0, T]
$$

respectively. Lastly, we mention [111-113, 120] where more involved models based on the Cahn-Hilliard equation have been derived as flows of suitable free energies and scalar products.

### 1.4 Modelling and Biological Insights

Here, we present further modelling details behind the biological models (1.1)-(1.3) and (1.4)-(1.6) and specify the most common choices in the literature for the source/sink terms $\mathcal{S}^{1}$ and $\mathcal{S}^{2}$. First, let us notice that the above models considered with $\alpha=\beta=0$ and $\gamma=1$ for simplicity, are thermodynamically consistent and can be related to the following local free energy function

$$
\begin{equation*}
\mathcal{E}^{\mathrm{loc}}(\varphi, \sigma)=\mathcal{G}(\varphi)+\mathcal{N}(\varphi, \sigma) . \tag{1.19}
\end{equation*}
$$

This latter combines a Ginzburg-Landau energy, defined in (1.13), with a nutrient free energy $\mathcal{N}$ defined as

$$
\begin{equation*}
\mathcal{N}(\varphi, \sigma):=\int_{\Omega}\left(\frac{1}{2}|\sigma|^{2}+\chi \sigma(1-\varphi)\right) \mathrm{d} \mathbf{x} \tag{1.20}
\end{equation*}
$$

taking into account the nutrient diffusion and the chemotaxis effects. In the context of tumour growth, the energy $\mathcal{G}$ defined by (1.13) accounts for cell-to-cell adhesion, modelling the fact that tumour cells prefer to adhere to each other rather than to nontumour cells. Let us remark that the chemotaxis term in (1.20) does not possess a positive sign in general as we may not be able to show that the phase and nutrient variables stay in the physical regions $[-1,1]$ and $[0,1]$, respectively.

While phase segregation described by utilising the local Cahn-Hilliard equation is widely accepted, it is not effective in capturing possible non-local competitions such as competition for space and degradation [144], spatial redistribution [18, 115], and cell-to-cell adhesion phenomena [7, 31, 83, 98]. Hence, in complete analogy of what has been proposed above for the local case, it is possible to define a free energy functional associated to the nonlocal model by simply substitute the Ginzburg-Landau part with the Helmholtz contribution (1.16) leading to the nonlocal free energy

$$
\begin{equation*}
\mathcal{E}^{\text {nonloc }}(\varphi, \sigma)=\mathcal{H}(\varphi)+\mathcal{N}(\varphi, \sigma) \tag{1.21}
\end{equation*}
$$

Next, as far as the source/sink terms are concerned, we point out that the two main choices in the literature are the following:

- On the one hand, accounting for linear phenomenological laws for chemical reactions A. Hawkins-Daarud et al. in [103] (see also [102, 104]) take

$$
\begin{equation*}
\mathcal{S}^{1}=\mathcal{S}^{2}=P(\varphi)(\sigma+\chi(1-\varphi)-\mu) \tag{1.22}
\end{equation*}
$$

where $P(\cdot)$ stands for a proliferation function. For this latter they suggest the form

$$
\begin{equation*}
P(s)=\delta P_{0}(1+s) \chi_{\{s \geq-1\}}, \quad s \in \mathbb{R} \tag{1.23}
\end{equation*}
$$

where $\delta$ is a positive constant (very small in the applications), $P_{0}$ is a nonnegative constant, whereas $\chi_{E}(\cdot)$ is the characteristic function of a set $E \subset \mathbb{R}$ defined by

$$
\chi_{E}(\mathbf{x})= \begin{cases}1 & \text { if } \mathbf{x} \in E \\ 0 & \text { if } \mathbf{x} \in \mathbb{R} \backslash E .\end{cases}
$$

It is worth noticing that the expression (1.23) yields a proliferation function which is not bounded. We stress this fact since in some works concerning the mathematical analysis of similar models the boundedness of $P$ is required. Another explicit choice has been postulated by D. Hilhorst et al. in [104] assuming $P(\cdot)$ to possess the form

$$
P(s)=\frac{2}{\varepsilon} P_{0} \sqrt{F(s)} \chi_{\{-1 \leq s \leq 1\}}, \quad s \in \mathbb{R}
$$

where $\varepsilon$ stands for the thickness parameter introduced before, $F$ for the doublewell potential, while $P_{0}$ is a non-negative constant. Let us point out that, despite these meaningful explicit expressions, from the mathematical point of view classical assumptions to infer the well-posedness results of the associated systems are that $P$ is a non-negative, regular, bounded and Lipschitz continuous function. The form (1.22) has been the choice of the tumor growth models analysed in $[30,36,38-40,42,43,45,78,97,136-140]$.

- On the other hand, using linear kinetics H. Garcke et al. in [88, 96] proposed to employ

$$
\begin{equation*}
\mathcal{S}^{1}=(\mathcal{P} \sigma-\mathcal{A}) f(\varphi), \quad \mathcal{S}^{2}=\mathcal{B}\left(\sigma-\sigma_{S}\right)+\mathcal{C} \sigma f(\varphi) \tag{1.24}
\end{equation*}
$$

where $\mathcal{P}, \mathcal{A}, \mathcal{B}, \mathcal{C}$ are non-negative constants taking into account the proliferation rate of tumoural cells by consumption of nutrient, the apoptosis rate, the consumption rate of the nutrient with respect to a pre-existing concentration $\sigma_{S}$, and the nutrient consumption rate, respectively. Moreover, $f(\cdot)$ denotes an interpolation function between -1 and 1 such that $f(-1)=0$ and $f(1)=1$ so to weight the corresponding mechanisms compared to the amount of cancer located in that region and to switch off the associated mechanisms where the tumour cells are not present. This form was the choice of the models investigated in [46, 88,-90, 95, 96, 126, 133, 134, 142].

In the next chapters, we will make use of both the paradigms as we will consider the first choice for the local family (1.1)-(1.3), and the second one for the nonlocal family (1.4)-(1.6). For more details on the modelling aspects, we refer to [96] and the references cited therein.

### 1.5 Structure of the Thesis

The rest of the thesis is organised as follows: Chapter 2 is primarily devoted to introduce and set, once for all, the employed conventions and notation. Moreover, we recollect there some selected topics and well-known results of functional analysis that will be, sometimes tacitly, utilised in the forthcoming chapters.

Then, we can subdivide the remaining part of the thesis in two main parts: the first one is dedicated to address several analytic aspects of the systems (1.1)-(1.3) and (1.4)-(1.6) including the weak and strong well-posedness and the vanishing viscosities analysis as the relaxation parameters $\alpha$ and $\beta$ tend to zero. The second part takes
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advantage of some results obtained in those chapters and instead addresses non-trivial applications in terms of optimal control problems in which the governing equations are determined by the models previously examined.

More precisely, in Chapter 3, we discuss many mathematical aspects on the local model (1.1)-(1.3): we first address the weak well-posedness for the system covering the scenario of singular potentials, and we then moved to establish the strong well-posedness still including singular, while regular, potentials of which (1.8) is the prototypical example. It is worth noticing that Chapter 3 revisits some partial results obtained by the author in [136]. Lastly, we present the asymptotic behaviour of the local model (1.1)-(1.3) by discussing the singular limits of the system as $\alpha \rightarrow 0$ and $\beta \rightarrow 0$; these results are inspired by [36, 38, 39] and are propaedeutical to the asymptotic analysis as $\alpha$ and $\beta$ go to zero performed in Chapter 5 at the level of the associated optimal control problems.

An analogous investigation has been performed in Chapter 6 for the nonlocal class (1.4)-(1.6). We remark that the results there established are reminiscent of the ones in [134].

Concerning the associated optimal control problems carried out in the second part of the thesis, we first analyse in Chapter 5 the optimal control for the local model with a classical tracking type cost functional. We prove the existence of minimisers and obtain the first-order necessary conditions for optimality. These results extend somehow previous contributions by including in the analysis also singular potentials. Then, we employ suitable asymptotic techniques to let $\alpha \rightarrow 0$ and $\beta \rightarrow 0$ separately at the level of the optimal control problem by exploiting the asymptotic results investigated in Chapter 3. We remark that the results there provided are largely inspired by [136] and [137, 140].

By following similar lines, in Chapter 6 we study the optimal control problem for the nonlocal model by revising the results achieved in [133]. Instead of considering the classical objective type cost functional, we postulate a specific form of the cost functional and of the control variables by taking inspiration from [109], which turns the minimisation problem into a parameter identification problem.

## CHAPTER



## Mathematical Preliminaries and Notation

In this chapter we present and fix our conventions and basic notation. Furthermore, for the reader's convenience, we collect some selected topics and fundamental tools that will be employed several times throughout the rest of the thesis.

### 2.1 Basic Notation

In what follows we assume $\Omega \subset \mathbb{R}^{d}, d \in\{2,3\}$ to be a bounded domain with smooth boundary $\Gamma:=\partial \Omega$ and that $T>0$ is a fixed final time horizon. Then, we set for convenience the parabolic cylinders

$$
Q_{t}:=\Omega \times(0, t), \quad \Sigma_{t}:=\Gamma \times(0, t), \quad Q_{t}^{T}:=\Omega \times(t, T), \quad t \in(0, T),
$$

and, for brevity, we set

$$
Q:=Q_{T}, \quad \Sigma:=\Sigma_{T} .
$$

For a given (real) Banach space $X$, we indicate with $X^{*},\|\cdot\|_{X}$ and $\langle\cdot, \cdot\rangle_{X}$ its topological dual, its norm, and the duality pairing between $X^{*}$ and X , respectively. Moreover, we employ the classical notation $L^{p}(\Omega)$ and $W^{k, p}(\Omega)$, with $p \in[1, \infty]$ and $k>0$, for the standard Lebesgue and Sobolev spaces over $\Omega$ along with their norms $\|\cdot\|_{p}:=\|\cdot\|_{L^{p}(\Omega)}$ and $\|\cdot\|_{W^{k, p}(\Omega)}$, respectively. For the special case $p=2$ we have Hilbert spaces and we convey to denote $H^{k}(\Omega):=W^{k, 2}(\Omega)$ for every $k>0$. Since the spaces $L^{2}(\Omega)$ and

## Chapter 2. Mathematical Preliminaries and Notation

$H^{1}(\Omega)$ will be intensively used, we introduce the following notation

$$
H:=L^{2}(\Omega), \quad V:=H^{1}(\Omega),
$$

and also

$$
W:=\left\{f \in H^{2}(\Omega): \partial_{\mathbf{n}} f=0 \text { a.e. on } \Gamma\right\},
$$

and we equip them with their natural norms $\|\cdot\|:=\|\cdot\|_{H},\|\cdot\|_{V}$, and $\|\cdot\|_{W}$, respectively. As usual, $H$ is identified with its own dual $H^{*}$ through its Riesz isomorphism, so that

$$
W \subset \subset V \subset \subset H \approx H^{*} \subset \subset V^{*} \subset \subset W^{*}
$$

where all inclusions are dense, continuous, and compact. In this regards, for arbitrary Banach spaces $A$ and $B$, we use $A \subset B$ to denote the continuous embedding of $A$ into $B$ and $A \subset \subset B$ for the continuous and compact embedding. The duality pairing between $V^{*}$ and $V$, and the scalar product in $H$ will be denoted by the symbols $\langle\cdot, \cdot\rangle$ and $(\cdot, \cdot)$, respectively.

For Bochner spaces with values in a generic Banach space $X$, we use the notation $L^{p}(0, T ; X)$ with $p \in[1, \infty]$ and if $X=L^{p}(\Omega)$ we recall that it holds that $L^{p}\left(0, T ; L^{p}(\Omega)\right) \approx L^{p}(Q)=L^{p}(\Omega \times(0, T))$. For two given Bochner spaces $A$ and $B$ we employ the symbol $\|\cdot\|_{A \cap B}$ to indicate $\|\cdot\|_{A}+\|\cdot\|_{B}$.

Besides, we define the generalised spatial mean value of a function $v$ by

$$
v_{\Omega}:= \begin{cases}\frac{1}{|\Omega|} \int_{\Omega} v(\mathbf{x}) \mathrm{d} \mathbf{x} & \text { if } v \in L^{1}(\Omega),  \tag{2.1}\\ \frac{1}{|\Omega|}\langle v, 1\rangle & \text { if } v \in V^{*},\end{cases}
$$

where $|\Omega|$ stands for the $d$-dimensional Lebesgue measure of $\Omega$.
As far as the constants are concerned, let us set once and for all our convention: the symbol $C$ is used to indicate every constant that depends only on the structural data of the problem, such as $T, \Omega, \alpha$ or $\beta$, the shape of the nonlinearities, and the norms of the involved functions. On the other hand, with specific capital letters and possible subscripts we specify particular constants. Therefore, notice that the meaning of the constant $C$ may change from line to line.

### 2.2 Significant Inequalities

We recollect here some fundamental classical inequalities which will be employed later on.

- The Young inequality (see, e.g., [6]): let $a, b \geq 0$ and $\delta>0$. Moreover, let $p, q \in$ $(1, \infty)$ be two conjugate exponents, i.e., $\frac{1}{p}+\frac{1}{q}=1$. Then, it holds that

$$
\begin{equation*}
a b \leq \frac{\delta}{p} a^{p}+\frac{(\delta)^{-q / p}}{q} b^{q} \tag{2.2}
\end{equation*}
$$

### 2.3. Continuous and Compact Embeddings

This estimate will be usually employed in a simplified form with the particular choice $p=q=2$ so that (2.2) reduces to (with a slight abuse of notation taking as $\delta$ in the previous estimate $2 \delta$ )

$$
\begin{equation*}
a b \leq \delta a^{2}+\frac{1}{4 \delta} b^{2} \tag{2.3}
\end{equation*}
$$

For simplicity, we will simply refer to this latter as Young's inequality and to (2.2) as to generalised Young's inequality.

- The Hölder inequality: assume $\Omega \subset \mathbb{R}^{d}$ with $d \geq 1$ be a bounded domain. Let the exponents $p, q, r$ be such that $1 \leq p, q \leq \infty, \frac{1}{p}+\frac{1}{q}=\frac{1}{r}$, and let $f \in L^{p}(\Omega)$ and $g \in L^{q}(\Omega)$. Then it holds that

$$
f g \in L^{r}(\Omega), \quad \text { and } \quad\|f g\|_{r} \leq\|f\|_{p}\|g\|_{q}
$$

- The Poincaré-Wirtinger inequality: suppose $\Omega \subset \mathbb{R}^{d}$ with $d \geq 2$ be a bounded domain with Lipschitz boundary $\Gamma$. Then,

$$
\begin{equation*}
\|v\|_{V}^{2} \leq C_{\Omega}\left(\|\nabla v\|^{2}+\left|v_{\Omega}\right|^{2}\right) \quad \text { for every } v \in V \tag{2.4}
\end{equation*}
$$

where the constant $C_{\Omega}>0$ depends only on $\Omega$.

### 2.2.1 The Gronwall Lemma

Let us collect here one version of the celebrated Gronwall's lemma in integral form. For the proof, we refer the reader to, e.g., [19].

Lemma 2.1. Let $T>0, g \in L^{1}(0, T ; \mathbb{R})$ a.e. non-negative on $[0, T]$, and $a$ be a non-negative constant. Moreover, let $f:[0, T] \rightarrow \mathbb{R}$ be a continuous function such that

$$
f(t) \leq a+\int_{0}^{t} g(s) f(s) \mathrm{ds} \quad \forall t \in[0, T]
$$

Then, it holds that

$$
f(t) \leq a \exp \left(\int_{0}^{t} g(s) \mathrm{ds}\right) \quad \forall t \in[0, T] .
$$

### 2.3 Continuous and Compact Embeddings

As far as some well-known results concerning continuous and compact inclusions of Sobolev spaces are concerned, we recall the following results which can be found, e.g., in [6, Thm. 10.9, Thm. 10.13] (see also [1, Thm. 4.12, Thm. 6.3] and [20]).

Theorem 2.2. Let $\Omega \subset \mathbb{R}^{d}$ with $d \geq 1$ be a bounded domain with Lipschitz boundary $\Gamma$. Moreover, suppose that $1 \leq p_{1} \leq \infty, 1 \leq p_{2}<\infty$, and $k_{1}, k_{2} \geq 0$ be some integers with the convention that $W^{0, p}(\Omega):=L^{p}(\Omega)$ for every $1 \leq p \leq \infty$. Then, the following holds:
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- If $k_{1} \geq k_{2}$ we have the continuous embedding

$$
W^{k_{1}, p_{1}}(\Omega) \subset W^{k_{2}, p_{2}}(\Omega) \quad \text { if } \quad k_{1}-\frac{d}{p_{1}} \geq k_{2}-\frac{d}{p_{2}} .
$$

Moreover, there exists a positive contant $K$ which depends on $\Omega, d, p_{1}, k_{1}, p_{2}, k_{2}$ such that

$$
\|u\|_{W^{k_{2}, p_{2}}(\Omega)} \leq K\|u\|_{W^{k_{1}, p_{1}}(\Omega)}, \quad \text { for every } u \in W^{k_{1}, p_{1}}(\Omega)
$$

- If $k_{1}>k_{2}$ we have the compact embedding

$$
W^{k_{1}, p_{1}}(\Omega) \subset \subset W^{k_{2}, p_{2}}(\Omega) \quad \text { if } \quad k_{1}-\frac{d}{p_{1}}>k_{2}-\frac{d}{p_{2}} .
$$

- If $k_{1} \geq 1$ we have the continuous and compact embedding

$$
W^{k_{1}, p_{1}}(\Omega) \subset \subset C^{k_{2}}(\bar{\Omega}) \quad \text { if } \quad k_{1}-\frac{d}{p_{1}}>k_{2} .
$$

Remark 2.3. It is worth noticing that, as an easy consequence of the above results, in the case $d \in\{2,3\}$, we have the following well-known continuous and compact embeddings:

- For every $p \in[1, \infty], q \in[1, \infty)$ if $d=2$ and every $p \in[1,6], q \in[1,6)$ if $d=3$,

$$
H^{1}(\Omega) \subset L^{p}(\Omega), \quad H^{1}(\Omega) \subset \subset L^{q}(\Omega)
$$

- If $d=3$ we have the following continuous and compact inclusion (which also holds for $d=2$ )

$$
H^{2}(\Omega) \subset \subset C^{0}(\bar{\Omega}) .
$$

### 2.3.0.1 The Aubin-Lions Lemma

The Aubin-Lions lemma, also known as the Aubin-Lions-Simon lemma, is a fundamental tool in the theory of evolutionary partial differential equations since it provides an important compactness criterion. In fact, a typical way to establish the existence of a solution of an evolutionary PDE is to first construct approximate solutions (e.g., Galerkin solutions, see below) and then prove that there exists a subsequence of approximate solutions which converge, in a suitable sense, and whose limit yields a solution to the original equation. In many instances, the Aubin-Lions lemma provides sufficient compactness to ensure the existence of such a subsequence.

Lemma 2.4. Let $X_{0}, X, X_{1}$ be Banach spaces such that

$$
X_{0} \subset \subset X \subset X_{1}
$$

Namely, we assume that $X_{0}$ is compactly embedded in $X$ and that $X$ is continuously embedded in $X_{1}$. Moreover, let $p, q$ such that $1 \leq p, q \leq \infty$. Then:

- If $p<\infty$ it holds that

$$
\left\{v \in L^{p}\left(0, T ; X_{0}\right): \partial_{t} v \in L^{q}\left(0, T ; X_{1}\right)\right\} \subset \subset L^{p}(0, T ; X)
$$

- If $q>1$ it holds that

$$
\left\{v \in L^{\infty}\left(0, T ; X_{0}\right): \partial_{t} v \in L^{q}\left(0, T ; X_{1}\right)\right\} \subset \subset C^{0}([0, T] ; X)
$$

Proof. See, e.g., [141, Sec. 8, Cor. 4] (see also [118, Thm. 5.1, p. 58]).
Remark 2.5. We will apply the Aubin-Lions lemma several times using the following compact inclusions:

$$
H^{2}(\Omega) \subset \subset H^{1}(\Omega) \subset \subset L^{2}(\Omega), \quad L^{2}(\Omega) \approx\left(L^{2}(\Omega)\right)^{*} \subset \subset\left(H^{1}(\Omega)\right)^{*} \subset \subset\left(H^{2}(\Omega)\right)^{*}
$$

In particular, for $d=3$, it follows that

$$
\begin{aligned}
& H^{1}\left(0, T ;\left(H^{1}(\Omega)\right)^{*}\right) \cap L^{\infty}\left(0, T ; H^{1}(\Omega)\right) \subset \subset C^{0}\left([0, T] ; L^{2}(\Omega)\right), \\
& H^{1}\left(0, T ; L^{2}(\Omega)\right) \cap L^{2}\left(0, T ; H^{1}(\Omega)\right) \subset \subset L^{2}\left(0, T ; L^{r}(\Omega)\right), \quad r \in[1,6), \\
& H^{1}\left(0, T ; L^{2}(\Omega)\right) \cap L^{2}\left(0, T ; H^{2}(\Omega)\right) \subset \subset L^{2}\left(0, T ; H^{1}(\Omega)\right), \\
& H^{1}\left(0, T ; L^{2}(\Omega)\right) \cap L^{\infty}\left(0, T ; H^{2}(\Omega)\right) \subset \subset C^{0}\left([0, T] ; W^{1, r}(\Omega)\right), \quad r \in[1,6) .
\end{aligned}
$$

Moreover, using $W^{1, r}(\Omega) \subset \subset C^{0}(\bar{\Omega}), r \in(3,6)$, we also deduce that

$$
H^{1}\left(0, T ; L^{2}(\Omega)\right) \cap L^{\infty}\left(0, T ; H^{2}(\Omega)\right) \subset \subset C^{0}(\bar{Q})
$$

### 2.4 Important Tools for the Well-posedness

### 2.4.1 The Neumann-Laplace Problem

The homogeneous Neumann-Laplace problem with source term $f$ (which has to possess zero mean value to be solved) reads as

$$
\begin{cases}-\Delta u=f & \text { in } \Omega  \tag{2.5}\\ \partial_{\mathbf{n}} u=0 & \text { on } \Gamma\end{cases}
$$

Moreover, we recall that the Neumann-Laplace operator may be seen as a variational operator by setting

$$
\begin{equation*}
-\Delta: V \rightarrow V^{*}, \quad\langle-\Delta v, w\rangle:=\int_{\Omega} \nabla v \cdot \nabla w, \quad \forall v, w \in V \tag{2.6}
\end{equation*}
$$

For convenience, we set

$$
\begin{equation*}
\dot{H}^{1}(\Omega):=\left\{v \in V: v_{\Omega}=0\right\}, \quad\left(\dot{H}^{1}(\Omega)\right)^{*}:=\left\{v^{*} \in V^{*}: v_{\Omega}^{*}=0\right\} \tag{2.7}
\end{equation*}
$$
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where $v_{\Omega}$ denotes the mean value of $v$ as introduced by $(2.1)$. Then, it is well known, as a consequence of the Poincaré-Wirtinger inequality (2.4), that the restriction of $-\Delta$ to $H^{1}(\Omega)$ is positive definite and self-adjoint with well-defined inverse

$$
\mathcal{N}:=(-\Delta)^{-1}:\left(\dot{H}^{1}(\Omega)\right)^{*} \rightarrow \dot{H}^{1}(\Omega) .
$$

Namely, we have that for every $f \in\left(\dot{H}^{1}(\Omega)\right)^{*}, u=\mathcal{N} f \in \dot{H}^{1}(\Omega)$ is the unique weak solution to (2.5) with zero mean value, meaning that

$$
\langle-\Delta u, v\rangle=\int_{\Omega} \nabla u \cdot \nabla v=\langle f, v\rangle, \quad \forall v \in \dot{H}^{1}(\Omega) .
$$

This allows us to define the inner product

$$
\begin{equation*}
\left(u^{*}, v^{*}\right)_{*}:=\left(\nabla \mathcal{N} u^{*}, \nabla \mathcal{N} v^{*}\right), \quad \forall u^{*}, v^{*} \in\left(\stackrel{\circ}{H}^{1}(\Omega)\right)^{*}, \tag{2.8}
\end{equation*}
$$

and the associated norm $\|\cdot\|_{*}:=(\cdot, \cdot)_{*}^{1 / 2}$. Moreover, it follows that

$$
\begin{align*}
\left\langle-\Delta u, \mathcal{N} v^{*}\right\rangle=\left\langle v^{*}, u\right\rangle, & \forall u \in \grave{H}^{1}(\Omega), v^{*} \in\left(\text { H }^{1}(\Omega)\right)^{*},  \tag{2.9}\\
\left\langle v^{*}, \mathcal{N} u^{*}\right\rangle=\left\langle u^{*}, \mathcal{N} v^{*}\right\rangle=\left(v^{*}, u^{*}\right)_{*}, & \forall u^{*}, v^{*} \in\left(\grave{H}^{1}(\Omega)\right)^{*} . \tag{2.10}
\end{align*}
$$

Besides, it is a standard matter to show that in the larger space $V^{*}$ we can simply introduce the norm, again indicated with $\|\cdot\|_{*}$, given by

$$
v^{*} \mapsto\left\|v^{*}\right\|_{*}:=\left(\left\|\nabla \mathcal{N}\left(v^{*}-v_{\Omega}^{*}\right)\right\|^{2}+\left|v_{\Omega}^{*}\right|^{2}\right)^{1 / 2}, \quad \forall v^{*} \in V^{*},
$$

which yields an equivalent norm on $V^{*}$ (thanks, e.g., to the open mapping theorem). Then, due to (2.10) we infer that, for every $v^{*} \in H^{1}\left(0, T ;\left(\stackrel{H}{H}^{1}(\Omega)\right)^{*}\right)$ and for almost every $t \in(0, T)$, we have the identity

$$
\left\langle\partial_{t} v^{*}(t), \mathcal{N} v^{*}(t)\right\rangle=\frac{1}{2} \frac{d}{d t}\left\|v^{*}(t)\right\|_{*}^{2} .
$$

Furthermore, let us introduce the Riesz isomorphism of $V$ given by

$$
\mathcal{R}=I-\Delta: V \rightarrow V^{*}, \quad\langle\mathcal{R} u, v\rangle:=\int_{\Omega}(\nabla u \cdot \nabla v+u v), \quad \forall u, v \in V .
$$

It is well-known that $\mathcal{R}_{\mid W}$ yields an isomorphism from $W$ to $H$ with well-defined inverse $\mathcal{R}^{-1}: H \rightarrow W$. As above, for the inverse map $\mathcal{R}^{-1}: V^{*} \rightarrow V$, we have the identities

$$
\begin{array}{rlrl} 
& \left\langle\mathcal{R} u, \mathcal{R}^{-1} v^{*}\right\rangle=\left\langle v^{*}, u\right\rangle, & \forall u \in V, \forall v^{*} \in V^{*}, \\
\left\langle u^{*}, \mathcal{R}^{-1} v^{*}\right\rangle=\left\langle v^{*}, \mathcal{R}^{-1} u^{*}\right\rangle=\left(u^{*}, v^{*}\right)_{V^{*}}, & \forall u^{*}, v^{*} \in V^{*}, \tag{2.11}
\end{array}
$$

where the symbol $(\cdot, \cdot)_{V^{*}}$ denotes the dual inner product in $V^{*}$. Furthermore, for every $f \in V$ it holds that

$$
\begin{equation*}
\|f\|^{2}=\langle f, f\rangle=\left\langle\mathcal{R} f, \mathcal{R}^{-1} f\right\rangle \leq\|f\|_{V}\left\|\mathcal{R}^{-1} f\right\|_{V} \leq\|f\|_{V}\|f\|_{V^{*}} . \tag{2.12}
\end{equation*}
$$

Besides, if $v^{*} \in H^{1}\left(0, T ; V^{*}\right)$ we have, for almost every $t \in(0, T)$, that

$$
\begin{equation*}
\left\langle\partial_{t} v^{*}(t), \mathcal{R}^{-1} v^{*}(t)\right\rangle=\frac{1}{2} \frac{d}{d t}\left\|v^{*}(t)\right\|_{V^{*}}^{2} \tag{2.13}
\end{equation*}
$$

### 2.4.2 The Faedo-Galerkin Scheme

Approximation schemes such as the Faedo-Galerkin one are powerful tools to prove the existence of solutions for evolutionary partial differential equations. The idea behind this procedure can be schematised in the following steps:

- Select a Schauder basis by means of eigenfunctions $\left\{w_{j}\right\}_{j}$ of a certain PDE which allows to introduce the Galerkin approximated problem which consists in a finitedimensional ODE system in the finite subset $\mathcal{W}_{n}:=\operatorname{span}\left\{w_{1}, \ldots, w_{n}\right\}$.
- Employ well-known results for systems of (non-linear) ODEs, like the Picard-Lindelöf theorem or the Carathéodory theorem, to establish the well-posedness of the approximated system.
- Show that the approximating solutions are independent of $n$, being $n$ the dimension of the finite-dimensional subspaces $\mathcal{W}_{n}$. This is usually checked by showing some a priori estimates for the approximated solutions which are independent of $n$.
- Pass to the limit in the approximating system in a suitable sense as $n \rightarrow \infty$ and show that the limit yields a solution to the original problem. This usually requires the use of weak and weak star compactness arguments and the aforementioned Aubin-Lions lemma.

From spectral theory we obtain the classical result below: see, e.g., 108].
Theorem 2.6. The eigenfunctions of the Neumann-Laplace operator (2.6) form an orthonormal Schauder basis in $L^{2}(\Omega)$ which is also orthogonal in $H^{1}(\Omega)$.

Next, we recollect some fundamental classical tool for establishing the existence and uniqueness of an initial value problem. In this direction, let us refer, e.g., to [32] and the references therein for more details and the corresponding proofs.

The classical (forward) Cauchy problem can be formalised as follows:
Let $D \subset \mathbb{R} \times \mathbb{R}^{d}$ and let $f: D \rightarrow \mathbb{R}^{d}$ with $f=f(t, \mathbf{y})$. For a given initial datum $\left(t_{0}, \mathbf{y}_{0}\right) \in D$ and an interval $I \subset \mathbb{R}$ containing $t_{0}$, we consider the Cauchy problem:

$$
\left\{\begin{array}{l}
\mathbf{y}^{\prime}(t)=f(t, \mathbf{y}(t)) \quad \text { in } I,  \tag{2.14}\\
\mathbf{y}\left(t_{0}\right)=\mathbf{y}_{0} .
\end{array}\right.
$$

A fundamental result to solve (2.14) is the Picard-Lindelöf theorem, also known as Cauchy-Lipschitz theorem.

Theorem 2.7 (Picard-Lindelöf's Theorem). Let $D \subset \mathbb{R} \times \mathbb{R}^{d}$ and let $f: D \rightarrow \mathbb{R}^{d}$ with $f=f(t, \mathbf{y})$ be continuous and locally Lipschitz continuous with respect to its second variable. Hence, for every admissible initial datum $\left(t_{0}, \mathbf{y}_{0}\right) \in D$ there exists an interval $I \subset \mathbb{R}$ containing $t_{0}$ so that the initial value problem problem (2.14) admits a unique classical solution y in I in the sense that all the following conditions are fulfilled:

$$
\mathbf{y} \in C^{1}\left(I ; \mathbb{R}^{d}\right), \quad \mathbf{y}(t) \in D \quad \text { for every } t \in I, \quad \mathbf{y}\left(t_{0}\right)=\mathbf{y}_{0}
$$
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Notice that the above result require $f$ to be continuous on $D$. However, after integrating the first equation in (2.14) and using the initial condition, it is clear that we can consider a weaker notion of solution by just assuming that $\mathbf{y}$ satisfies the integral equation

$$
\begin{equation*}
\mathbf{y}(t)=\mathbf{y}_{0}+\int_{t_{0}}^{t} f(s, \mathbf{y}(s)) \mathrm{ds}, \quad \forall t \in I . \tag{2.15}
\end{equation*}
$$

The existence result that can be established for this formulation is known as Carathéodory's existence theorem.
Theorem 2.8 (Carathéodory's Theorem). Let $D \subset \mathbb{R} \times \mathbb{R}^{d}$ and let $f: D \rightarrow \mathbb{R}^{d}$ with $f=f(t, \mathbf{y})$ satisfies the Carathéodory conditions on D. Hence, for every admissible initial datum $\left(t_{0}, \mathbf{y}_{0}\right) \in D$ there exists an interval $I \subset \mathbb{R}$ containing $t_{0}$ so that the initial value problem problem (2.14) admits a unique weak solution in I. Namely, there exists a unique absolutely continuous function $\mathbf{y}: I \rightarrow \mathbb{R}^{d}$ which fulfils (2.15) and solves (2.14) for almost every $t \in I$.

### 2.4.3 Maximal Monotone Operators and the Yosida Approximation

Let us here briefly review some basic notions concerning maximal monotone operators in Hilbert spaces as well as the associated Moreau-Yosida approximation. Let us mention that lots of the following results can be extended to the framework of Banach spaces and that, as usual, we tacitly identified the dual $H^{*}$ with $H$ and denote the norm and the inner product of $H$ by $\|\cdot\|$ and $(\cdot, \cdot)$, respectively. For further details and the corresponding proofs, we refer the reader, e.g., to [19, Chapter 3], [10], [135, Chapter 4].

Definition 2.9. Let $H$ be a (real) Hilbert space and let $A$ be a possible multivalued operator $A: H \rightarrow 2^{H}$ with domain, range and graph defined, in this order, by

$$
\begin{aligned}
& D(A):=\{x \in H: A x \neq \emptyset\}, \quad R(A):=\{y \in A x: x \in D(A)\}, \\
& G(A):=\{(x, y) \in H \times H: x \in D(A), y \in A x\} .
\end{aligned}
$$

Then, the operator $A$ is said to be monotone if

$$
(f-g, x-y) \geq 0 \quad \forall x, y \in D(A), \quad f \in A x, g \in A y
$$

Moreover, the operator $A$ is said to be maximal if

$$
(f-g, x-y) \geq 0 \quad \forall(y, g) \in G(A) \quad \Rightarrow \quad x \in D(A), f \in A x
$$

For a maximal monotone multivalued mapping it can be shown that, for any $\lambda>$ 0 , denoting by $I$ the identity operator of $H$, the operator $I+\lambda A$ is surjective, i.e., $R(I+\lambda A)=H$. This entails that for every given datum $u \in H$, there exists a couple $(x, f) \in G(A)$ which solves the problem

$$
x+\lambda f=u, \quad f \in A x .
$$

Hence, for every $\lambda>0$, we can introduce the so-called resolvent operator $\mathcal{J}_{\lambda}$ and the associated Moreau-Yosida approximation $A_{\lambda}$ by

$$
\mathcal{J}_{\lambda}:=(I+\lambda A)^{-1}, \quad A_{\lambda}:=\frac{I-(I+\lambda A)^{-1}}{\lambda}=\frac{1}{\lambda}\left(I-\mathcal{J}_{\lambda}\right) .
$$

Let us recall that $\mathcal{J}_{\lambda}$ and $A_{\lambda}$ are Lipschitz continuous operators with Lipschitz constant equal to 1 and $\frac{1}{\lambda}$, respectively. Moreover, we denote by $A^{\circ} x$ the element of minimum norm of $A x$, i.e., for every $x \in D(A)$

$$
\left\|A^{\circ} x\right\|:=\inf \{\|f\|: f \in A x\}
$$

and recall that it holds

$$
\left\|A_{\lambda} x\right\| \leq\left\|A^{\circ} x\right\|, \quad \lambda>0
$$

and, as $\lambda \rightarrow 0$,

$$
A_{\lambda} x \rightarrow A^{\circ} x \quad \text { weakly in } H, \forall x \in D(A)
$$

As well-known, a fundamental class of maximal monotone operators, sometimes referred to as subpotential maximal monotone operators, is given by the subdifferentials of proper, convex and lower semicontinuous functions.

Theorem 2.10. Let $\hat{\beta}: H \rightarrow \overline{\mathbb{R}}:=\mathbb{R} \cup\{+\infty\}$ be a proper (i.e., not identically $+\infty$ ), convex and lower semicontinuous function. Then, its subdifferential $\beta:=\partial \hat{\beta}: H \rightarrow$ $2^{H}$, defined by

$$
\beta(x)=\{f \in H: \hat{\beta}(y) \geq \hat{\beta}(x)+(f, y-x) \quad \forall y \in H\}, \quad x \in D(\beta)
$$

is a maximal monotone operator.
Lastly, for every $\lambda>0$, we set the Yosida approximation of $\hat{\beta}$ by

$$
\hat{\beta}_{\lambda}(x):=\inf _{y \in H}\left\{\frac{1}{2 \lambda}\|x-y\|^{2}+\hat{\beta}(y)\right\}
$$

and recall that $\hat{\beta}_{\lambda}$ is convex, Fréchet differentiable and it holds that

$$
\hat{\beta}_{\lambda}(x) \leq \hat{\beta}(x) \quad \text { for every } x \in H, \lambda>0, \quad \hat{\beta}_{\lambda}(x) \nearrow \hat{\beta}(x) \quad \text { as } \lambda \rightarrow 0
$$

Let us now present the following basic result which explains in which sense a proper, convex and lower semicontinuous function in $H$ induces a proper, convex and lower semicontinuous function in $L^{2}(0, T ; H)$ in a canonical fashion.
Theorem 2.11. Assume that $\hat{\beta}: H \rightarrow \overline{\mathbb{R}}$ be a proper, convex and lower semicontinuous operator. Let $\hat{B}: L^{2}(0, T ; H) \rightarrow \overline{\mathbb{R}}$ be the function given by

$$
\hat{B}(u):= \begin{cases}\int_{0}^{T} \hat{\beta}(u(t)) \mathrm{dt} & \text { if } \hat{\beta}(u) \in L^{1}(0, T) \\ +\infty & \text { otherwise }\end{cases}
$$
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Then, $\hat{B}$ is proper, convex and lower semicontinuous operator in $L^{2}(0, T ; H)$ and it holds that

$$
\begin{equation*}
\xi \in \partial \hat{B}(u) \quad \Leftrightarrow \quad \xi(t) \in \partial \hat{\beta}(u(t)) \quad \text { for a.e. } t \in(0, T) \text {. } \tag{2.16}
\end{equation*}
$$

Setting $\beta:=\partial \hat{\beta}$ and $B:=\partial \hat{B}$ this reads as

$$
\xi \in B(u) \quad \Leftrightarrow \quad \xi(t) \in \beta(u(t)) \quad \text { for a.e. } t \in(0, T)
$$

and, from the above theorem, that they yield maximal monotone operator on $H$ and on $L^{2}(0, T ; H)$, respectively.

Proof. At first we note that $\hat{B}$ is proper as $\hat{\beta}$ is so. Moreover, being $\hat{\beta}$ convex, let us claim that $\hat{B}$ can not attain the value $-\infty$ anywhere. In fact, from the convexity of $\hat{\beta}$ we infer the existence of a positive constant $c$ and $y \in H$ such that

$$
\hat{\beta}(x) \geq c+(y, x) \quad \text { for every } x \in H
$$

Let now $u_{i}, i=1,2$, be two element of the domain of

$$
D(\hat{B}):=\left\{u \in L^{2}(0, T ; H): \hat{\beta}(u) \in L^{1}(0, T)\right\}
$$

and, without loss of generality, we can assume that

$$
u_{i}(t) \in D(\hat{\beta}) \quad \text { for a.e. } t \in(0, T), \quad i=1,2 .
$$

Hence, it suffices to integrate over time the convexity condition of $\hat{\beta}$ given by

$$
\hat{\beta}\left(\lambda u_{1}(t)+(1-\lambda) u_{2}(t)\right) \leq \lambda \hat{\beta}\left(u_{1}(t)\right)+(1-\lambda) \hat{\beta}\left(u_{2}(t)\right) \quad \forall \lambda \in[0,1] .
$$

As we will employ Fatou's lemma we can directly assume that $\hat{\beta}$ is non-negative. If that is not the case we can perturb $\hat{\beta}$ and define $\tilde{\beta}(u):=\hat{\beta}(u)+\tilde{c}\left(1+\|u\|^{2}\right)$, where $\tilde{c}$ has to be chosen large enough so to have the non-negativity of $\tilde{\beta}$. Then the following lines will imply that $\beta$ is lower semicontinuous which in turn implies the same property for $\hat{\beta}$. Next, let $\left\{u_{n}\right\}_{n} \subset L^{2}(0, T ; H)$ be a sequence such that

$$
\begin{equation*}
u_{n} \rightarrow u \quad \text { strongly in } L^{2}(0, T ; H) \tag{2.17}
\end{equation*}
$$

Assume by contradiction that $\hat{B}$ is not semicontinuous. Then, there exists a subsequence $\left\{n_{k}\right\}_{k}$ such that

$$
\hat{B}(u)>\lim _{k \rightarrow \infty} \hat{B}\left(u_{n_{k}}\right) .
$$

Moreover, (2.17) entails the existence of a subsequence $\left\{n_{k_{j}}\right\}_{j}$ such that, as $j \rightarrow \infty$,

$$
u_{n_{k_{j}}}(t) \rightarrow u(t) \quad \text { strongly in } H \quad \text { for a.e. } t \in(0, T)
$$

and therefore that

$$
\hat{\beta}(u(t)) \leq \liminf _{j \rightarrow \infty} \hat{\beta}\left(u_{n_{k_{j}}}(t)\right) \quad \text { for } \text { a.e. } t \in(0, T) .
$$

Thus, integrating over time the above expression and using the Fatou's lemma we obtain a contradiction.

We are then reduced to show that (2.16) holds. In this direction, let $\xi \in L^{2}(0, T ; H)$, $\xi(t) \in \partial \hat{\beta}(u(t))$ for $a . e . t \in(0, T)$. Then, for a.e. $t \in(0, T)$ it holds that

$$
(\xi(t), v(t)-u(t))+\hat{\beta}(u(t)) \leq \hat{\beta}(v(t)) \quad \text { for every } v \in L^{2}(0, T ; H)
$$

Again, an integration over time produces $\xi \in \partial \hat{B}(u)$. Thus, the proof is completed.

### 2.5 Minimisation Problems in Hilbert Spaces

In the second part of this thesis, we will deal with some optimal control problems for the systems $(1.1)-(1.3)$ and $(1.4)-(1.6)$. Since these problems are essentially constrained optimisation problems in Banach spaces, we recollect here some basic results related to constrained minimisation problems first in the Euclidian space $\mathbb{R}^{d}$ and then in a generic Banach and Hilbert space.

### 2.5.1 Minimisation Problems in $\mathbb{R}^{d}$

To begin with, let us state the natural extension of the celebrated Weierstrass' theorem.
Lemma 2.12. Let $K$ be a closed subset of $\mathbb{R}^{d}$ and $f: \mathbb{R}^{d} \rightarrow \mathbb{R}$ be a lower semicontinuous function over $K$. Then, if $K$ is compact the minimisation problem

$$
\begin{equation*}
\min _{\mathbf{x} \in K} f(\mathbf{x}) \tag{2.18}
\end{equation*}
$$

admits a solution $\mathbf{x}_{0}$, meaning that

$$
\exists \mathbf{x}_{0} \in K \quad \text { s.t. } \quad f\left(\mathbf{x}_{0}\right) \leq f(\mathbf{x}) \quad \forall \mathbf{x} \in K
$$

Proof. Here, we just provide a sketch of the proof since the result is very standard and classical.

- First step: consider a minimising sequence $\left\{\mathbf{x}_{k}\right\}_{k} \subset \mathbb{R}^{d}$, i.e., a sequence such that

$$
\lim _{k \rightarrow \infty} f\left(\mathbf{x}_{k}\right)=\inf _{\mathbf{x} \in K} f(\mathbf{x})=: \lambda
$$

and notice that $\lambda<+\infty$ or $\lambda=-\infty$.

- Second step: since $K$ is compact, we are allowed to extract a convergent subsequence. Namely we deduce that there exists an element $\mathbf{x}_{0} \in K$, since $K$ is also closed, and a subsequence $\left\{k_{j}\right\}_{j}$ such that $\mathbf{x}_{k j} \rightarrow \mathbf{x}_{0}$, as $j \rightarrow \infty$.
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- Third step: we now make use of the lower semicontinuity of $f$ to infer that

$$
f\left(\mathbf{x}_{0}\right) \leq \liminf _{j \rightarrow \infty} f\left(\mathbf{x}_{k j}\right)=\lim _{j \rightarrow \infty} f\left(\mathbf{x}_{k j}\right)=\lambda
$$

so that $\mathrm{x}_{0}$ is the minimiser are looking for.

Lemma 2.13. Assume that the assumptions of Lemma 2.12 hold. Moreover, suppose that $K$ is convex and that $f$ is strictly convex over $K$, i.e., it holds that

$$
\begin{equation*}
f(t \mathbf{x}+(1-t) \mathbf{y})<t f(\mathbf{x})+(1-t) f(\mathbf{y}) \quad \forall t \in(0,1), \mathbf{x}, \mathbf{y} \in K, \mathbf{x} \neq \mathbf{y} \tag{2.19}
\end{equation*}
$$

Then, the solution to the minisation problem (2.18) is unique.
Once the existence of a minimiser has been established, a natural goal is to obtain some first-order necessary conditions for optimality. In this direction here is the main result.

Lemma 2.14. Let $K$ be a closed and convex subset of $\mathbb{R}^{d}$ and $f: \mathbb{R}^{d} \rightarrow \mathbb{R}$ be differentiable on $K$. Hence, every minimiser $\mathrm{x}_{0}$ satisfies the following variational inequality

$$
\begin{equation*}
\nabla f\left(\mathbf{x}_{0}\right) \cdot\left(\mathbf{x}-\mathbf{x}_{0}\right) \geq 0 \quad \forall \mathbf{x} \in K \tag{2.20}
\end{equation*}
$$

Proof. Let $\mathrm{x}_{0}$ be a minimiser. Then, we have

$$
f\left(\mathbf{x}_{0}+t\left(\mathbf{x}-\mathbf{x}_{0}\right)\right)-f\left(\mathbf{x}_{0}\right) \geq 0 \quad \forall \mathbf{x} \in K, t \in(0,1)
$$

Thus, we divide by $t$ and pass to the limit as $t \rightarrow 0$ to infer that

$$
\mathrm{d} f\left(\mathbf{x}_{0}\right)\left(\mathbf{x}-\mathbf{x}_{0}\right)=\nabla f\left(\mathbf{x}_{0}\right) \cdot\left(\mathbf{x}-\mathbf{x}_{0}\right) \geq 0 \quad \forall \mathbf{x} \in K
$$

producing the claim.
Combining the above lemmas, we have:
Corollary 2.15. Let $K$ be a bounded, closed and convex subset of $\mathbb{R}^{d}$ and $f: \mathbb{R}^{d} \rightarrow \mathbb{R}$ be a lower semicontinuous function (strictly convex) over $K$. Then, there exists a (unique) minimiser $\mathbf{x}_{0} \in K$. Moreover, if $f$ is differentiable, the minimiser $\mathbf{x}_{0}$ necessarily (and sufficiently) fulfils the variational inequality (2.20).

### 2.5.2 Extension to Banach and Hilbert Spaces

The above results have been presented since they contain all the key ingredients to generalise the minimisation problem (2.18) in the framework of Banach and Hilbert spaces. Arguing in a similar fashion, let $\mathcal{J}: \mathcal{U} \rightarrow \mathbb{R}$ be a functional and let $\mathcal{U}_{\text {ad }}$ be a subset of a reflexive Banach space $\mathcal{U}$. Then, we are going to study the following optimisation problem:

$$
\begin{equation*}
\min _{v \in \mathcal{U}_{\mathrm{ad}}} \hat{\mathcal{J}}(v) . \tag{2.21}
\end{equation*}
$$

To prove the existence of minimisers, we aim at mimicking the strategy employed in the proof of Lemma 2.12. The first step can be repeated exactly in the same fashion. As for the second step, we would like to invoke some compactness principles. The difference is that in infinite dimensions, bounded and closed sets are not necessarily compact with respect to the strong topology. However, assuming $\mathcal{U}$ to be a reflexive Banach space we can restrict ourselves to work with the weak topology as it holds that from every bounded sequence we can extract a weakly convergent subsequence. It is then enough to ensure that every minimising sequence is bounded which is straightforwardly true if $\mathcal{U}_{\mathrm{ad}}$ is bounded or if it satisfies some suitable weak coercivity property. Notice that we will also employ that a closed and convex set of a reflexive Banach space is weakly sequentially closed. Thus, we can repeat the proof of Lemma (2.12) to obtain the following extension:

Theorem 2.16. Let $\mathcal{U}$ be a reflexive Banach space, $\mathcal{U}_{\mathrm{ad}} \subset \mathcal{U}$ be closed and convex and let $\hat{\mathcal{J}}: \mathcal{U} \rightarrow \mathbb{R}$. Furthermore, we assume that

- Either $\mathcal{U}_{\mathrm{ad}}$ is bounded or, if it is unbounded, it holds that

$$
\hat{\mathcal{J}}(v) \rightarrow+\infty \quad \text { as } \quad\|v\|_{\mathcal{U}} \rightarrow+\infty
$$

- $\hat{\mathcal{J}}$ is weakly sequentially lower semicontinuous, i.e.,

$$
v_{k} \rightharpoonup v \quad \Rightarrow \quad \hat{\mathcal{J}}(v) \leq \liminf _{k \rightarrow \infty} \hat{\mathcal{J}}\left(v_{k}\right)
$$

Then, there exists $\bar{u} \in \mathcal{U}_{\mathrm{ad}}$ such that

$$
\hat{\mathcal{J}}(\bar{u})=\min _{v \in \mathcal{U}_{\mathrm{ad}}} \hat{\mathcal{J}}(v) .
$$

Moreover, if $\hat{\mathcal{J}}$ is strictly convex, the minimiser $\bar{u}$ is unique.
Besides, we can generalise Lemma 2.14 and obtain the following variational inequality determining the first-order necessary conditions for optimality.

Theorem 2.17. Let $\mathcal{U}$ be a reflexive Banach space, $\mathcal{U}_{\mathrm{ad}} \subset \mathcal{U}$ be closed and convex and let $\hat{\mathcal{J}}: \mathcal{U} \rightarrow \mathbb{R}$ be Gâteaux differentiable. Then, every minimiser $\bar{u}$ necessarily fulfils

$$
\begin{equation*}
D_{G} \hat{\mathcal{J}}(\bar{u})(u-\bar{u}) \geq 0 \quad \forall u \in \mathcal{U}_{\mathrm{ad}} \tag{2.22}
\end{equation*}
$$

where $D_{G} \hat{\mathcal{J}}(\bar{u})$ stands for the Gâteaux derivative of $\hat{\mathcal{J}}$ at $\bar{u}$. In addition, if $\hat{\mathcal{J}}$ is convex, the minimiser $\bar{u}$ is unique and the above variational inequality yields also a sufficient condition for minimality.

### 2.5.3 The Abstract Control Problem

Optimal control theory has undergone a fast development in the past few decades becoming an independent and fundamental branch of applied mathematics on its own.
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Roughly speaking, an optimal control problem aims at finding the smarter choice to address the solution of a problem by minimising suitable quantities which may represent, in a general sense, some costs. Here, we follow the classical notation $u$ for the control variable which goes back to the first Russian's contributions in which $u$ was employed in analogy with the Russian word "upravlenie" for control.

More precisely, if we should outline the mathematical structure of an optimal control problem, the following ingredients will be in order:

- A differential equation $F(y, u)=0$, called state equation, describing the governing physical phenomenon we have to deal with.
- Two variables: the control variable $u$, which belongs to a set of admissible controls $\mathcal{U}_{\mathrm{ad}}$ (which is usually a closed and convex subset of a Banach space), and the associated state variable $y=y(u)$ which depends on $u$ and solves the state equation $F(y(u), u)=0$.
- A cost functional $\mathcal{J}(y, u)$ to be minimised which depends both on the control variable $u$ and on the solution $y$ to the state equation (in which $u$ appears).
- Possible further constraints on the state variable $y$ or on the control variable $u$.

Thus, a generic optimal control problem consists of looking for the best admissible strategy (i.e., the choice of the control $u \in \mathcal{U}_{\mathrm{ad}}$ with the associated state $y(u)$ ) which leads the cost functional $\mathcal{J}$ to be minimised. Namely, it can be formulated as the constrained minimisation problem

$$
\begin{equation*}
\min \mathcal{J}(y, u), \quad \text { subject } \quad F(y, u)=0, \quad u \in \mathcal{U}_{\mathrm{ad}} . \tag{2.23}
\end{equation*}
$$

Classical goals from the theoretical viewpoint are establishing the existence of a minimiser and providing first-order necessary conditions for optimality. As these latter are concerned, they usually read as a variational inequality that every optimal control has to verify.

Once a well-posedness result for the state equation $F(y, u)=0$ has been proved, it is possible to define the solution mapping, also known as control-to-state operator, which assigns to every admissible control $u \in \mathcal{U}_{\text {ad }}$ the unique corresponding solution to $F(y(u), u)=0$. Namely, we set

$$
\mathcal{S}: \mathcal{U}_{\mathrm{ad}} \rightarrow \mathcal{Y}, \quad \mathcal{S}: u \mapsto y(u)
$$

where the space $\mathcal{Y}$ stands for the functional space in which the solution $y$ belongs. Moreover, the operator $\mathcal{S}$ allows us define the so-called reduced cost functional

$$
\mathcal{J}_{\text {red }}(u):=\mathcal{J}(\mathcal{S}(u), u),
$$

which reduce (2.23) to

$$
\min \mathcal{J}_{\text {red }}(u), \quad \text { subject } \quad u \in \mathcal{U}_{\text {ad }},
$$

where the constraint " $y$ yields a solution to the state equation" is implicitely captured by the definition of $\mathcal{J}_{\text {red }}$. Notice that this last form of the optimal control problem (2.23) turns out to be a classical minimisation problem in Hilbert spaces as analysed in the previous section (with the choice $\hat{\mathcal{J}}=\mathcal{J}_{\text {red }}$ ).

Let us refer the reader to the well-written book [146] for more details on basic notions of optimal control theory for linear and semilinear parabolic differential equations (see also, e.g., 105, 119, 128]).

## Part I

## Analytic Results

## CHAPTER

## Mathematical Analysis of a Family of Local Tumour Growth Models

This chapter is devoted to the investigation of the well-posedness of the local model (1.1)-(1.3), depending on $\alpha$ and $\beta$, with the following specifications:

- The thickness parameter $\varepsilon$ and the surface tension parameter $\gamma$ are set to one.
- We postulate constant mobilities $m$ and $n$ : without loss of generality we let $m=$ $n=1$.
- We neglect the chemotaxis contribution (as well as the active transport effect), i.e., $\chi=0$.
- For the source/sink terms $\mathcal{S}^{1}$ and $\mathcal{S}^{2}$ we consider linear phenomenological laws for chemical reactions as introduced in (1.22).

Summing up, the family of models under consideration in this chapter reads as

$$
\begin{align*}
\alpha \partial_{t} \mu+\partial_{t} \varphi-\Delta \mu & =P(\varphi)(\sigma-\mu) & & \text { in } Q,  \tag{3.1}\\
\mu & =\beta \partial_{t} \varphi-\Delta \varphi+F^{\prime}(\varphi) & & \text { in } Q,  \tag{3.2}\\
\partial_{t} \sigma-\Delta \sigma & =-P(\varphi)(\sigma-\mu)+g & & \text { in } Q, \tag{3.3}
\end{align*}
$$

with positive coefficients $\alpha$ and $\beta$. It is worth noticing that, compared to the abstract system (1.1)-(1.3), we add a generic source function $g$ in equation (3.3) which will
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play the role of control variable later on in Chapter [5. Moreover, we complement the above system with classical homogeneous Neumann boundary conditions for all the involved variables and we prescribe some initial conditions. Namely, we endow (3.1)-(3.3) with

$$
\begin{align*}
\partial_{\mathbf{n}} \varphi & =\partial_{\mathbf{n}} \mu=\partial_{\mathbf{n}} \sigma=0 & & \text { on } \Sigma,  \tag{3.4}\\
\varphi(0) & =\varphi_{0}, \quad \mu(0)=\mu_{0}, \quad \sigma(0)=\sigma_{0} & & \text { in } \Omega . \tag{3.5}
\end{align*}
$$

To begin with, we establish the weak and strong well-posedness of (3.1)-(3.5) under general assumptions for the potentials $F$ assuming $\alpha$ and $\beta$ to be fixed positive constants; secondly, we discuss the asymptotic behaviour of the system as these relaxation parameters approach zero. This family of systems have already been investigated as far as weak well-posedness is concerned in [36, 38, 39] for the case $\alpha, \beta>0$ and in [78] for the case $\alpha=\beta=0$, respectively. Moreover, P. Colli et al. established in [38,39] how these relaxation parameters affect the behaviour of the solutions to system (3.1)-(3.5) specifying in which sense the solutions to the relaxed system (3.1)-(3.5) converge to the solutions to the limit system, obtained from (3.1)-(3.5) by formally setting $\alpha$ and/or $\beta$ equal to zero, as the parameters $\alpha$ and $\beta$ approach zero both separately and jointly. In this direction, let us anticipate that the results presented in Section 3.1 and Section 3.3 are not original but, however, we have decided to recollect there the statements of the obtained results for reader's convenience since they will play a fundamental role in the asymptotic analysis for the corresponding optimal control problems performed in Chapter 5 .

Let us also mentioned the works by P. Colli et al. [42,45], where the model (3.1)(3.5) has been extended to the fractional case with $\chi=0$ (and $g=0$ ). Namely, instead of the Laplace operators, present in all the equations in (3.1)-(3.5), they consider some fractional powers of selfadjoint, monotone, unbounded, linear operators having compact resolvents. Moreover, they discuss the asymptotic behaviour of the system as the coefficients $\alpha$ and $\beta$ tend to zero.

Concerning the long-time behaviour analysis for similar models, we point out the paper [36], where the omega-limit set is shown to be non-empty in the case $\alpha=\beta>$ $0, \chi=0$ (and $g=0$ ). We also mention the contribution [30] by C. Cavaterra et al., where the convergence of any global solution to a single equilibrium as time goes to infinity in the case $\alpha, \beta>0, \chi=0$ is proved by prescribing suitable decaying property for the source term $g$. Lastly, we refer to the recent work by H. Garcke et al. [97] which establishes the existence of the associated global attractor in a suitable phasespace defined via mass conservation, including the highly non-trivial chemotaxis effect in the case $\alpha=\beta=0, \chi \geq 0$ (and $g=0$ ). In this direction, see also [126], where A. Miranville et al. investigated the existence of the global attractor for a similar local model as (3.1)-(3.5) with $\alpha=\beta=\chi=0$ (without any source term $g$ ) in which the constitutive assumption (1.24) has been employed instead of (1.22).

### 3.1 Weak Well-posedness

The weak well-posedness of the system (3.1)-(3.5) can be established under the following structural assumptions:

A1 $P: \mathbb{R} \rightarrow \mathbb{R}$ is non-negative, bounded and Lipschitz continuous.
A2 We assume

$$
\begin{equation*}
F:=F_{1}+F_{2} \geq 0, \tag{3.6}
\end{equation*}
$$

where

$$
F_{1}: \mathbb{R} \rightarrow[0,+\infty] \quad \text { is proper, convex, and lower semicontinuous, }
$$

and

$$
F_{2} \in C^{1}(\mathbb{R}), \quad F_{2}^{\prime}: \mathbb{R} \rightarrow \mathbb{R} \text { is Lipschitz continuous, } \quad F_{2}^{\prime}(0)=0
$$

with Lipschitz constant denoted by $L$. Let us notice that the subdifferential $\partial F_{1}$ : $\mathbb{R} \rightarrow 2^{\mathbb{R}}$ is a maximal monotone operator (see, e.g., [19, Ex. 2.3.4, p. 25]) with domain denoted by $D\left(\partial F_{1}\right)$ and we postulate that $0 \in \partial F_{1}(0)$. For convenience, with a slight abuse of notation we set $F^{\prime}(\cdot):=\partial F_{1}(\cdot)+F_{2}^{\prime}(\cdot)$ and employ the same symbol to denote the operator induced on $L^{2}(Q)$ (cf. Section 2.4.3).

Remark 3.1. It is worth noticing that all the classical choices for the potentials given by (1.7), (1.8) and (1.9) comply with the requirement A2. Indeed, they enjoy the splitting required by (3.6) with the following prescriptions:

$$
\begin{aligned}
& F_{\mathrm{reg}, 1}(s)=\frac{1}{4} s^{4}, \quad F_{\mathrm{reg}, 2}(s)=\frac{1}{4}\left(1-2 s^{2}\right), \\
& F_{\mathrm{log}, 1}(s)= \begin{cases}\frac{\vartheta}{2}[(1+s) \ln (1+s)+(1-s) \ln (1-s)], & \text { if } s \in(-1,1), \\
2 \vartheta \log 2, & \text { if } s \in\{-1,1\}, \\
+\infty, & \text { otherwise }\end{cases} \\
& F_{\mathrm{log}, 2}(s)=-\frac{\vartheta_{0}}{2} s^{2}, \\
& F_{\mathrm{dob}, 1}(s)=I_{[-1,1]}(s), \quad F_{\mathrm{dob}, 2}(s)=c\left(1-s^{2}\right),
\end{aligned}
$$

where, for every subset $E \subset \mathbb{R}, I_{E}(\cdot)$ stands for the indicator function of $E$ defined as

$$
I_{E}(s):= \begin{cases}0 & \text { if } s \in E \\ +\infty & \text { otherwise }\end{cases}
$$

Furthermore, we stress that the subdifferential of the convex part of the above potentials may generate a multi-valued function (in the case (1.9)) so that, the term $F^{\prime}(\varphi)$ in (3.2) (cf. (4.2)) has to be treated using a selection $\xi \in \partial F_{1}(\varphi)$ or as a differential inclusion.
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We now present the weak well-posedness result for the system (3.1) $-(\sqrt{3.5})$ with $\alpha, \beta>0$ which was first established in [36] and then slightly improved in [38].

Theorem 3.2 (Existence of weak solutions: $\alpha, \beta>0$, [36, Theorem 2.2], [38, Theorem 2.2]). $\quad$ Assume $\mathbf{A 1 - A 2}$ and let $\alpha, \beta \in(0,1)$. Let the initial data $\left(\varphi_{0}, \mu_{0}, \sigma_{0}\right)$ satisfy

$$
\begin{equation*}
\varphi_{0} \in H^{1}(\Omega), \quad \mu_{0}, \sigma_{0} \in L^{2}(\Omega), \quad F\left(\varphi_{0}\right) \in L^{1}(\Omega) \tag{3.7}
\end{equation*}
$$

and let the source term $g \in L^{2}(0, T ; H)$. Then, the system (3.1)-(3.5) admits a unique weak solution $(\varphi, \mu, \sigma, \xi)$ in the sense that

$$
\begin{align*}
\varphi & \in H^{1}(0, T ; H) \cap L^{\infty}(0, T ; V) \cap L^{2}(0, T ; W),  \tag{3.8}\\
\mu, \sigma & \in H^{1}\left(0, T ; V^{*}\right) \cap L^{\infty}(0, T ; H) \cap L^{2}(0, T ; V),  \tag{3.9}\\
\xi & \in L^{2}(0, T ; H), \tag{3.10}
\end{align*}
$$

and $(\varphi, \mu, \sigma, \xi)$ verifies

$$
\begin{aligned}
& \left\langle\partial_{t}(\alpha \mu+\varphi), v\right\rangle+\int_{\Omega} \nabla \mu \cdot \nabla v=\int_{\Omega} P(\varphi)(\sigma-\mu) v, \\
& \mu=\beta \partial_{t} \varphi-\Delta \varphi+\xi+F_{2}^{\prime}(\varphi), \quad \xi \in \partial F_{1}(\varphi) \quad \text { a.e. in } Q, \\
& \left\langle\partial_{t} \sigma, v\right\rangle+\int_{\Omega} \nabla \sigma \cdot \nabla v=-\int_{\Omega} P(\varphi)(\sigma-\mu) v+\int_{\Omega} g v,
\end{aligned}
$$

for every $v \in V$ and almost everywhere in $(0, T)$, and the initial conditions

$$
\varphi(0)=\varphi_{0}, \quad \mu(0)=\mu_{0}, \quad \sigma(0)=\sigma_{0} \quad \text { in } \Omega .
$$

Proof of Theorem 3.2. For the proof we refer the reader to [36, 38].
Remark 3.3. In the case $F=F_{\text {reg }}$ the last condition of (3.7) is a straightforward consequence of Sobolev's embedding theorem and the growth rate of the potential. In fact, we have that $F_{\mathrm{reg}}(s)=\mathcal{O}\left(s^{4}\right)$ as well as $\varphi_{0} \in V \subset L^{4}(\Omega)$ producing the claim.

Theorem 3.4 (Continuous dependence: $\alpha, \beta>0$ ). Assume A1-A2 and let $\alpha, \beta \in$ $(0,1)$. Then there exists a constant $K_{1}>0$ such that, for any triplet of initial data $\left\{\left(\varphi_{0}^{i}, \mu_{0}^{i}, \sigma_{0}^{i}\right)\right\}_{i}, i=1,2$, satisfying (3.7) and for any respective weak solutions $\left\{\left(\varphi_{i}, \mu_{i}, \sigma_{i}, \xi_{i}\right)\right\}_{i}$, $i=1,2$, obtained from Theorem 3.2 and source terms $g_{i} \in L^{2}(0, T ; H)$ it holds that

$$
\begin{align*}
& \|\left(\alpha \mu_{1}\right.\left.+\varphi_{1}+\sigma_{1}\right)-\left(\alpha \mu_{2}+\varphi_{2}+\sigma_{2}\right)\left\|_{L^{\infty}\left(0, T ; V^{*}\right)}+\right\| \mu_{1}-\mu_{2} \|_{L^{2}(0, T ; H)} \\
& \quad+\left\|\varphi_{1}-\varphi_{2}\right\|_{L^{\infty}(0, T ; H) \cap L^{2}(0, T ; V)}+\left\|\sigma_{1}-\sigma_{2}\right\|_{L^{\infty}(0, T ; H) \cap L^{2}(0, T ; V)} \\
& \leq K_{1}\left(\left\|\alpha\left(\mu_{0}^{1}-\mu_{0}^{2}\right)+\left(\varphi_{0}^{1}-\varphi_{0}^{2}\right)+\left(\sigma_{0}^{1}-\sigma_{0}^{2}\right)\right\|_{V^{*}}\right) \\
&+K_{1}\left(\left\|g_{1}-g_{2}\right\|_{L^{2}(0, T ; H)}+\left\|\varphi_{0}^{1}-\varphi_{0}^{2}\right\|+\left\|\sigma_{0}^{1}-\sigma_{0}^{2}\right\|\right) . \tag{3.11}
\end{align*}
$$

Proof of Theorem 3.4 First of all, let us set for convenience the following notation

$$
\begin{align*}
\varphi & :=\varphi_{1}-\varphi_{2}, \quad \mu:=\mu_{1}-\mu_{2}, \quad \sigma:=\sigma_{1}-\sigma_{2}, \quad \xi:=\xi_{1}-\xi_{2}, \\
R_{i} & :=P\left(\varphi_{i}\right)\left(\sigma_{i}-\mu_{i}\right) \quad i \in\{1,2\}, \quad g:=g_{1}-g_{2}, \\
\varphi_{0} & :=\varphi_{0}^{1}-\varphi_{0}^{2}, \quad \mu_{0}:=\mu_{0}^{1}-\mu_{0}^{2}, \quad \sigma_{0}:=\sigma_{0}^{1}-\sigma_{0}^{2} . \tag{3.12}
\end{align*}
$$

We then write the system (3.1)-(3.5) for $\left\{\left(\varphi_{i}, \mu_{i}, \sigma_{i}, \xi_{i}\right)\right\}_{i}, i=1,2$, and take the difference of the equations to obtain that

$$
\begin{align*}
\alpha \partial_{t} \mu+\partial_{t} \varphi-\Delta \mu & =R_{1}-R_{2} & & \text { in } Q,  \tag{3.13}\\
\mu & =\beta \partial_{t} \varphi-\Delta \varphi+\xi+\left(F_{2}^{\prime}\left(\varphi_{1}\right)-F_{2}^{\prime}\left(\varphi_{2}\right)\right) & & \text { in } Q,  \tag{3.14}\\
\partial_{t} \sigma-\Delta \sigma & =-\left(R_{1}-R_{2}\right)+g & & \text { in } Q,  \tag{3.15}\\
\partial_{\mathbf{n}} \mu & =\partial_{\mathbf{n}} \varphi=\partial_{\mathbf{n}} \sigma=0 & & \text { on } \Sigma,  \tag{3.16}\\
\varphi(0) & =\varphi_{0}, \quad \mu(0)=\mu_{0}, \quad \sigma(0)=\sigma_{0} & & \text { in } \Omega . \tag{3.17}
\end{align*}
$$

Now, we add (3.13) with (3.15) and add to both sides of the new equation the term $\mu+\sigma$ to obtain that

$$
\begin{equation*}
\partial_{t}(\alpha \mu+\varphi+\sigma)+\mathcal{R}(\mu+\sigma)=g+\mu+\sigma \quad \text { in } Q \tag{3.18}
\end{equation*}
$$

where $\mathcal{R}$ is the Riesz operator associated to $V$ defined in Subsection 2.4.1. Moreover, recalling the properties pointed out by (2.11)-(2.13), we multiply (3.18) by $\mathcal{R}^{-1}(\alpha \mu+$ $\varphi+\sigma$, (3.14) by $-\varphi$, and (3.15) by $\sigma$, add the resulting equalities, and integrate over $Q_{t}$ to infer that

$$
\begin{align*}
& \frac{1}{2}\|(\alpha \mu+\varphi+\sigma)(t)\|_{V^{*}}^{2}+\int_{Q_{t}}(\mu+\sigma)(\alpha \mu+\varphi+\sigma)-\int_{Q_{t}} \varphi \mu \\
&+\frac{\beta}{2}\|\varphi(t)\|^{2}+\int_{Q_{t}}|\nabla \varphi|^{2}+\int_{Q_{t}} \xi \varphi+\frac{1}{2}\|\sigma(t)\|^{2}+\int_{Q_{t}}|\nabla \sigma|^{2} \\
&= \underbrace{\frac{1}{2}\left\|\alpha \mu_{0}+\varphi_{0}+\sigma_{0}\right\|_{V^{*}}^{2}+\frac{\beta}{2}\left\|\varphi_{0}\right\|^{2}+\frac{1}{2}\left\|\sigma_{0}\right\|^{2}}_{=: \mathbb{I}_{1}=\mathbb{I}_{1}^{1}+\mathbb{I}_{1}^{2}+\mathbb{I}_{1}^{3}} \\
& \quad \underbrace{\int_{0}^{\int_{0}^{t}\left\langle g+\mu+\sigma, \mathcal{R}^{-1}(\alpha \mu+\varphi+\sigma)\right\rangle}}_{=: \mathbb{I}_{2}} \\
& \quad \underbrace{-\int_{Q_{t}}\left(F_{3}^{\prime}\left(\varphi_{3}+\mathbb{I}_{3}^{2}\right)-F_{2}^{\prime}\left(\varphi_{2}\right)\right) \varphi-\int_{Q_{t}}\left(P\left(\varphi_{1}\right)-P\left(\varphi_{2}\right)\right)\left(\sigma_{1}-\mu_{1}\right) \sigma}_{=: \mathbb{I}_{4}=\mathbb{I}_{4}^{1}+\mathbb{I}_{4}^{2}} \\
& \underbrace{}_{Q_{Q_{t}} P\left(\varphi_{2}\right)(\sigma-\mu) \sigma+\int_{Q t} g \sigma .} \tag{3.19}
\end{align*}
$$

From now onward, whenever an estimate will appear, let us convey to denote by $\mathbb{I}_{i}$ the $i$-th line on the right-hand side, whereas we specify with $\mathbb{I}_{i}^{j}$ the $j$-th term on the
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$i$-th line. Notice that the sixth term on the left-hand side is non-negative due to the monotonicity of $\partial F_{1}$ and that the second term on the left-hand side can be developed as

$$
\alpha \int_{Q_{t}}|\mu|^{2}+\int_{Q_{t}}|\sigma|^{2}+\int_{Q_{t}} \mu \varphi+(1+\alpha) \int_{Q_{t}} \mu \sigma+\int_{Q_{t}} \sigma \varphi,
$$

so that we keep the first two terms on the left-hand side of (3.19), whereas the other terms are moved to the right-hand side and include them in $\mathbb{I}_{4}$. Using the assumptions on the initial data (3.7) we readily have that $\mathbb{I}_{1}$ is bounded above by a constant and from Young's inequality that

$$
\begin{aligned}
\left|\mathbb{I}_{2}\right| & \leq \int_{0}^{t}\|g+\mu+\sigma\|_{V^{*}}\|\alpha \mu+\varphi+\sigma\|_{V^{*}} \\
& \leq \delta \int_{0}^{t}\|g+\mu+\sigma\|_{V^{*}}^{2}+C(\delta) \int_{0}^{t}\|\alpha \mu+\varphi+\sigma\|_{V^{*}}^{2},
\end{aligned}
$$

for a positive $\delta$ yet to be chosen, and due to the continuous embedding $V^{*} \subset H$ and Young's inequality we also have that

$$
\delta \int_{0}^{t}\|g+\mu+\sigma\|_{V^{*}}^{2} \leq C \delta \int_{0}^{t}\|g+\mu+\sigma\|^{2} \leq \frac{\alpha}{4} \int_{Q_{t}}|\mu|^{2}+C \int_{Q_{t}}\left(|g|^{2}+|\sigma|^{2}\right)
$$

provided we choose $\delta$ sufficiently small. Moreover, combining the Hölder inequality with the Sobolev continuous embedding $V \subset L^{4}(\Omega)$, and using the Lipschitz continuity of $P$ and $F_{2}$, we realise that

$$
\begin{aligned}
\left|\mathbb{I}_{3}\right| & \leq C \int_{0}^{t}\|\varphi\|\left(\left\|\sigma_{1}\right\|_{4}+\left\|\mu_{1}\right\|_{4}\right)\|\sigma\|_{4}+C \int_{Q_{t}}|\varphi|^{2} \\
& \leq C \int_{0}^{t}\|\varphi\|\left(\left\|\sigma_{1}\right\|_{V}+\left\|\mu_{1}\right\|_{V}\right)\|\sigma\|_{V}+C \int_{Q_{t}}|\varphi|^{2} \\
& \leq \frac{1}{2} \int_{Q_{t}}\left(|\sigma|^{2}+|\nabla \sigma|^{2}\right)+C \int_{0}^{t}\left(\left\|\sigma_{1}\right\|_{V}^{2}+\left\|\mu_{1}\right\|_{V}^{2}\right)\|\varphi\|^{2}+C \int_{Q_{t}}|\varphi|^{2} \\
& \leq \frac{1}{2} \int_{Q_{t}}\left(|\sigma|^{2}+|\nabla \sigma|^{2}\right)+C \int_{Q_{t}}|\varphi|^{2},
\end{aligned}
$$

where we also use the regularity of the solutions $\sigma_{1}$ and $\mu_{1}$ expressed by (3.9). Furthermore, $\mathbb{I}_{4}$ can be easily bounded owing to Young's inequality and the boundedness of $P$ as

$$
\left|\mathbb{I}_{4}\right| \leq \frac{\alpha}{2} \int_{Q_{t}}|\mu|^{2}+C \int_{Q_{t}}\left(|\sigma|^{2}+|g|^{2}+|\varphi|^{2}\right)
$$

Hence, upon collecting the above estimates, we infer that, for a sufficiently small $\delta$ and
for every $t \in[0, T]$, it holds that

$$
\begin{aligned}
& \frac{1}{2}\|(\alpha \mu+\varphi+\sigma)(t)\|_{V^{*}}^{2}+\frac{\alpha}{4} \int_{Q_{t}}|\mu|^{2}+\frac{\beta}{2}\|\varphi(t)\|^{2}+\int_{Q_{t}}|\nabla \varphi|^{2} \\
& \quad+\int_{Q_{t}}|\sigma|^{2}+\frac{1}{2} \int_{Q_{t}}|\nabla \sigma|^{2}+\frac{1}{2}\|\sigma(t)\|^{2} \\
& \leq \\
& \quad \frac{1}{2}\left\|\alpha \mu_{0}+\varphi_{0}+\sigma_{0}\right\|_{V^{*}}^{2}+\frac{\beta}{2}\left\|\varphi_{0}\right\|^{2}+\frac{1}{2}\left\|\sigma_{0}\right\|^{2} \\
& \quad+C \int_{0}^{t}\|(\alpha \mu+\varphi+\sigma)(s)\|_{V^{*}}^{2} \mathrm{ds}+C \int_{Q_{t}}\left(|\sigma|^{2}+|g|^{2}+|\varphi|^{2}\right)
\end{aligned}
$$

so that Gronwall's lemma produces the claim.

### 3.2 Strong Well-posedness

This section is entirely devoted to discussing the strong well-posedness of the system (3.1)-(3.5) with $\alpha, \beta>0$, where with strong solutions we mean that the equations of the system (3.1)-(3.3) are fulfilled pointwise in $Q$. Moreover, under natural additional assumptions on the phase variable at the initial time we are able to establish the socalled separation property which is of utmost importance to handle singular potentials like (1.8) and (1.9). For instance, for singular potentials, this property guarantees us that, as soon as the phase variable remains strictly detached from the boundary of the domain of the potential at the initial time, i.e., $\varphi_{0}$ it is not a pure phase, then the order parameter $\varphi$ stays away from the pure states and assumes values only in a compact subset of the domain of the potential for the whole evolution. As a consequence, we derive that the solution is a physical one, meaning that $\varphi$ just assumes physically admissible values between -1 and 1 . Besides, the singular potentials may be regarded as Lipschitz nonlinearities opening the possibility for further mathematical investigations.

For the strong well-posedness result, in addition to A1-A2, we require that:
A3 $P \in C^{2}(\mathbb{R})$.
A4 Setting $(-\ell, \ell):=\operatorname{Int} D\left(\partial F_{1}\right)$, with $\ell \in[0,+\infty]$, we prescribe that

$$
F \in C^{3}(-\ell, \ell), \quad \lim _{s \rightarrow \pm(\ell)^{\mp}} F^{\prime}(s)= \pm \infty .
$$

It is worth underlying that due to the regularity of the potential required above we no longer need the selection $\xi$ in equation (3.2) as the derivative of $F$ can be now defined in the classical manner.

Theorem 3.5 (Existence of strong solutions and separation principle: $\alpha, \beta>0$ ). Assume that A1-A4 are fulfilled. Moreover, let $\alpha, \beta \in(0,1), g \in L^{2}(0, T ; H)$, and let the initial data satisfy

$$
\begin{equation*}
\varphi_{0} \in W, \quad \mu_{0} \in H^{1}(\Omega) \cap L^{\infty}(\Omega), \quad \sigma_{0} \in H^{1}(\Omega) \tag{3.20}
\end{equation*}
$$
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as well as that

$$
\begin{equation*}
\left(\mu_{0}+\Delta \varphi_{0}-F^{\prime}\left(\varphi_{0}\right)\right) \in L^{2}(\Omega) \tag{3.21}
\end{equation*}
$$

Then, the system (3.1)-(3.5) admits a unique strong solution $(\varphi, \mu, \sigma)$ which satisfies

$$
\begin{align*}
\varphi & \in W^{1, \infty}(0, T ; H) \cap H^{1}(0, T ; V) \cap L^{\infty}(0, T ; W),  \tag{3.22}\\
\mu, \sigma & \in H^{1}(0, T ; H) \cap L^{\infty}(0, T ; V) \cap L^{2}(0, T ; W),  \tag{3.23}\\
\mu & \in L^{\infty}(Q), \tag{3.24}
\end{align*}
$$

and that

$$
\begin{equation*}
\varphi \in C^{0}\left([0, T] ; C^{0}(\bar{\Omega})\right), \quad \mu, \sigma \in C^{0}([0, T] ; V) . \tag{3.25}
\end{equation*}
$$

Moreover, there exists a constant $K_{2}>0$, which depends only on structural data, $\alpha$ and $\beta$ such that

$$
\begin{align*}
& \|\varphi\|_{W^{1, \infty}(0, T ; H) \cap H^{1}(0, T ; V) \cap L^{\infty}(0, T ; W)}+\|\mu\|_{H^{1}(0, T ; H) \cap L^{\infty}(0, T ; V) \cap L^{2}(0, T ; W) \cap L^{\infty}(Q)} \quad+\|\sigma\|_{H^{1}(0, T ; H) \cap L^{\infty}(0, T ; V) \cap L^{2}(0, T ; W)} \leq K_{2} .
\end{align*}
$$

In addition, let us assume that

$$
\begin{equation*}
\exists s_{0} \in(0, \ell):\left\|\varphi_{0}\right\|_{L^{\infty}(\Omega)} \leq s_{0} . \tag{3.27}
\end{equation*}
$$

Then, there exist a constant $s^{*} \in\left(s_{0}, \ell\right)$ such that

$$
\begin{equation*}
\sup _{t \in[0, T]}\|\varphi(t)\|_{L^{\infty}(\Omega)} \leq s^{*}, \tag{3.28}
\end{equation*}
$$

which entails the existence of a constant $K_{3}>0$ such that

$$
\begin{equation*}
\|\varphi\|_{C^{0}(\bar{Q})}+\max _{0 \leq i \leq 3}\left\|F^{(i)}(\varphi)\right\|_{L^{\infty}(Q)}+\max _{0 \leq j \leq 2}\left\|P^{(j)}(\varphi)\right\|_{L^{\infty}(Q)} \leq K_{3} . \tag{3.29}
\end{equation*}
$$

Remark 3.6. It is worth pointing out that (3.21) is automatically fulfilled in the case of polynomial growth type potentials. In fact, let for instance $F$ be a $q$-polynomial growth type potential for some $q>1$, i.e., $F(s)=\mathcal{O}\left(s^{q}\right)$. Then, the continuous embedding $W \subset L^{p}(\Omega)$, which holds for every $p$, directly produces the claim.

Proof of Theorem 3.5 The proof can be rigorously carried out within the framework of a Faedo-Galerkin scheme by constructing approximate solutions and then passing to the limit as the discretisation coefficient tends to infinity. For the sake of brevity, we limitate ourselves to present formal a priori estimates for the solutions which can be however reproduced rigorously employing a Galerkin scheme.

## A Priori Estimates

First estimate: To begin with, we add to both sides of (3.2) the term $\varphi$. Next, we multiply (3.1) by $\mu$, the new (3.2) by $-\partial_{t} \varphi$, and (3.3) by $\sigma$, add the resulting equations and integrate over $Q_{t}$ and by parts to obtain

$$
\begin{aligned}
& \frac{\alpha}{2}\|\mu(t)\|^{2}+\int_{Q_{t}}|\nabla \mu|^{2}+\beta \int_{Q_{t}}\left|\partial_{t} \varphi\right|^{2}+\frac{1}{2}\|\varphi(t)\|_{V}^{2} \\
& \quad+\int_{\Omega} F_{1}(\varphi(t))+\frac{1}{2}\|\sigma(t)\|^{2}+\int_{Q_{t}}|\nabla \sigma|^{2}+\int_{Q_{t}} P(\varphi)(\sigma-\mu)^{2} \\
& =\underbrace{\frac{\alpha}{2}\left\|\mu_{0}\right\|^{2}+\frac{1}{2}\left\|\varphi_{0}\right\|_{V}^{2}+\int_{\Omega} F_{1}\left(\varphi_{0}\right)+\frac{1}{2}\left\|\sigma_{0}\right\|^{2}}_{=: \mathbb{I}_{1}=\mathbb{I}_{1}^{1}+\mathbb{I}_{1}^{2}+\mathbb{I}_{1}^{3}+\mathbb{I}_{1}^{4}} \\
& \quad \underbrace{\int_{Q_{t}} g \sigma+\int_{Q_{t}} \varphi \partial_{t} \varphi-\int_{Q_{t}} F_{2}^{\prime}(\varphi) \partial_{t} \varphi}_{=: \mathbb{I}_{2}=\mathbb{I}_{2}+\mathbb{I}_{2}^{2}+\mathbb{I}_{2}^{3}}=\mathbb{I}_{1}+\mathbb{I}_{2} .
\end{aligned}
$$

The boundedness of $\mathbb{I}_{1}$ readily follows from the assumptions on initial data 3.20, while $\mathbb{I}_{2}$ can be handled using Young's inequality to infer that, for every $\delta>0$,

$$
\left|\mathbb{I}_{2}\right| \leq \frac{1}{2} \int_{Q_{t}}|g|^{2}+\frac{1}{2} \int_{Q_{t}}|\sigma|^{2}+2 \delta \int_{Q_{t}}\left|\partial_{t} \varphi\right|^{2}+C(\delta) \int_{Q_{t}}\left(|\varphi|^{2}+1\right) .
$$

Hence, we choose $\delta<\frac{\beta}{2}$ so that Gronwall's lemma yields that

$$
\begin{align*}
& \|\varphi\|_{H^{1}(0, T ; H) \cap L^{\infty}(0, T ; V)}+\|\mu\|_{L^{\infty}(0, T ; H) \cap L^{2}(0, T ; V)}+\left\|F_{1}(\varphi)\right\|_{L^{\infty}\left(0, T ; L^{1}(\Omega)\right)}^{1 / 2} \\
& +\|\sigma\|_{L^{\infty}(0, T ; H) \cap L^{2}(0, T ; V)} \leq C . \tag{3.30}
\end{align*}
$$

Second estimate: We multiply (3.1) by $\partial_{t} \mu$ and (3.3) by $\partial_{t} \sigma$, add the resulting equations, integrate over $Q_{t}$ and use (3.30) and the boundedness of the proliferation function $P$ to deduce that

$$
\begin{equation*}
\|\mu\|_{H^{1}(0, T ; H) \cap L^{\infty}(0, T ; V)}+\|\sigma\|_{H^{1}(0, T ; H) \cap L^{\infty}(0, T ; V)} \leq C . \tag{3.31}
\end{equation*}
$$

Third estimate: Equations (3.1) and (3.3) show an elliptic structure with respect to $\mu$ and $\sigma$, respectively. Furthermore, we are assuming the initial data $\mu_{0}, \sigma_{0} \in V$ and both the forcing terms are bounded in $L^{2}(0, T ; H)$ due to the above estimates. Therefore, straightforward computations along with the elliptic regularity theory produce that

$$
\|\mu\|_{L^{2}(0, T ; W)}+\|\sigma\|_{L^{2}(0, T ; W)} \leq C .
$$

Fourth estimate: We rewrite equation (3.2) as the nonlinear elliptic equation

$$
\begin{equation*}
-\Delta \varphi+F_{1}^{\prime}(\varphi)=f_{\varphi}:=\mu-\beta \partial_{t} \varphi-F_{2}^{\prime}(\varphi) \tag{3.32}
\end{equation*}
$$

where the forcing term $f_{\varphi}$ is bounded in $L^{2}(0, T ; H)$ due to the above estimates. Next, we multiply the above identity by $-\Delta \varphi$ and integrate over $\Omega$. Again, this testing
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procedure can be rigorously justified within a Galerkin scheme. Then, using Young's inequality we have, for a.a. $t \in(0, T)$,

$$
\|\Delta \varphi(t)\|^{2}+\int_{\Omega} F_{1}^{\prime \prime}(\varphi(t))|\nabla \varphi(t)|^{2} \leq \int_{\Omega}\left|f(t)\left\|\Delta \varphi(t) \left\lvert\, \leq \frac{1}{2}\right.\right\| \Delta \varphi(t)\left\|^{2}+\frac{1}{2}\right\| f(t) \|^{2} .\right.
$$

The last term on the right-hand side is bounded and the terms on the left-hand side are non-negative since $F_{1}^{\prime \prime}$ is so. Hence, we realise that

$$
\|\Delta \varphi\|_{L^{2}(0, T ; H)} \leq C
$$

so that elliptic regularity theory and then comparison in (3.32) leads us to obtain that

$$
\begin{equation*}
\|\varphi\|_{L^{2}(0, T ; W)}+\left\|F_{1}^{\prime}(\varphi)\right\|_{L^{2}(0, T ; H)} \leq C . \tag{3.33}
\end{equation*}
$$

Fifth estimate: The following estimate can be carried out rigorously, e.g., within a time-discretisation scheme which we avoid by virtue of simplicity. Thus, we formally differentiate equation (3.2) with respect to time, multiply the resulting equation by $\partial_{t} \varphi$, and integrate over $Q_{t}$ to get

$$
\int_{Q_{t}} \partial_{t} \mu \partial_{t} \varphi=\beta \int_{Q_{t}} \partial_{t t} \varphi \partial_{t} \varphi-\int_{Q_{t}}\left(\Delta \partial_{t} \varphi\right) \partial_{t} \varphi+\int_{Q_{t}}\left(F_{1}^{\prime \prime}(\varphi)+F_{2}^{\prime \prime}(\varphi)\right)\left|\partial_{t} \varphi\right|^{2} .
$$

Using integration by parts, the boundary conditions (3.4) and the first of (3.20), we deduce that

$$
\begin{aligned}
& \frac{\beta}{2}\left\|\partial_{t} \varphi(t)\right\|^{2}+\int_{Q_{t}}\left|\nabla \partial_{t} \varphi\right|^{2}+\int_{Q_{t}} F_{1}^{\prime \prime}(\varphi)\left|\partial_{t} \varphi\right|^{2}=\frac{\beta}{2}\left\|\partial_{t} \varphi(0)\right\|^{2} \\
& \quad-\int_{Q_{t}} F_{2}^{\prime \prime}(\varphi)\left|\partial_{t} \varphi\right|^{2}+\int_{Q_{t}} \partial_{t} \mu \partial_{t} \varphi,
\end{aligned}
$$

where the terms on the left-hand side are non-negative. The first term of the righthand side is bounded due to assumption (3.21), whereas the last two integrals can be estimate as follows by using the Young's inequality and the Lipschitz continuity of $F_{2}^{\prime \prime}$

$$
-\int_{Q_{t}} F_{2}^{\prime \prime}(\varphi)\left|\partial_{t} \varphi\right|^{2}+\int_{Q_{t}} \partial_{t} \mu \partial_{t} \varphi \leq C \int_{Q_{t}}\left|\partial_{t} \varphi\right|^{2}+\frac{1}{2} \int_{Q_{t}}\left|\partial_{t} \mu\right|^{2} .
$$

Thus, recalling (3.30) and (3.31) we obtain that

$$
\|\varphi\|_{W^{1, \infty}(0, T ; H) \cap H^{1}(0, T ; V)} \leq C .
$$

Sixth estimate: We take again into account the form of equation (3.32). Due to the above estimate, we realise that the source term $f_{\varphi}$ is now bounded in $L^{\infty}(0, T ; H)$. Hence, by repeating the previous argument we end up with a $L^{\infty}(0, T ; H)$-bound of $\Delta \varphi$ so that elliptic regularity and comparison in (3.32) leads us to improve (3.33) and deduce that

$$
\begin{equation*}
\|\varphi\|_{L^{\infty}(0, T ; W)}+\left\|F_{1}^{\prime}(\varphi)\right\|_{L^{\infty}(0, T ; H)} \leq C, \tag{3.34}
\end{equation*}
$$

which, by the Sobolev embedding $W \subset L^{\infty}(\Omega)$, also entails

$$
\begin{equation*}
\|\varphi\|_{L^{\infty}(Q)} \leq C \tag{3.35}
\end{equation*}
$$

Moreover, let us notice that (3.25) are now immediate consequences of classical compact embedding results.
Seventh estimate: Before moving to proving the separation principle (3.28), we obtain a propedeutic uniform bound for the chemical potential $\mu$ in $L^{\infty}(Q)$. This can be achieved by applying [114, Thm. 7.1, p. 181] to the first equation (3.1). In fact, (3.1) can be rewritten as a parabolic equation as

$$
\begin{cases}\alpha \partial_{t} \mu-\Delta \mu=f_{\mu}:=P(\varphi)(\sigma-\mu)-\partial_{t} \varphi & \text { in } Q, \\ \partial_{\mathbf{n}} \mu=0 & \text { on } \Sigma, \\ \mu(0)=\mu_{0} & \text { in } \Omega .\end{cases}
$$

Due to (3.20) and to the above estimates we readily deduce that $\mu_{0} \in L^{\infty}(\Omega)$ and $f_{\mu} \in L^{\infty}(0, T ; H)$ so that a direct application of [114, Thm. 7.1, p. 181] produces

$$
\begin{equation*}
\|\mu\|_{L^{\infty}(Q)} \leq C, \tag{3.36}
\end{equation*}
$$

which concludes the proof of the first part of Theorem 3.5.

## The Separation Property

With the above estimates, we are now ready to address the separation property for the phase variable given by condition (3.28). This property will be crucial to obtain (3.29), i.e., some uniform bounds on the phase variable and on the nonlinear functions $F(\varphi)$ and $P(\varphi)$ as well as on their higher-order derivatives. This bound will be fundamental in Chapter 5 to handle the optimal control problem since it will allow us considering singular, while regular, nonlinearities like the logarithmic potential $F_{\text {log }}$. Moreover, notice that (3.29) straightforwardly follows once we show that the phase variable $\varphi$ enjoys the separation property.
Eight estimate: Let us refer to [41, Proof of Thm. 2.6, pp. 992-994], where similar computations were performed to infer the separation result. To begin with, we rearrange equation (3.2) as the parabolic system

$$
\begin{cases}\beta \partial_{t} \varphi-\Delta \varphi+F_{1}^{\prime}(\varphi)=f:=\mu-F_{2}^{\prime}(\varphi) & \text { in } Q,  \tag{3.37}\\ \partial_{\mathbf{n}} \varphi=0 & \text { on } \Sigma, \\ \varphi(0)=\varphi_{0} & \text { in } \Omega .\end{cases}
$$

Using the above estimates, we readily infer that $f \in L^{\infty}(Q)$. Then, we multiply the first equation of 3.37) by

$$
\left|F_{1}^{\prime}(\varphi)\right|^{p-1} \operatorname{sign} \varphi=\left|F_{1}^{\prime}(\varphi)\right|^{p-2} F_{1}^{\prime}(\varphi)
$$
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for a fixed $p>2$, and integrate over $Q_{t}$ and by parts to derive that, for every $t \in[0, T]$,

$$
\begin{align*}
& \beta \int_{\Omega} \mathcal{F}_{p}(\varphi(t))+(p-1) \int_{Q_{t}} F_{1}^{\prime \prime}(\varphi)\left|F_{1}^{\prime}(\varphi)\right|^{p-2}|\nabla \varphi|^{2}+\int_{Q_{t}}\left|F_{1}^{\prime}(\varphi)\right|^{p} \\
& \quad=\beta \int_{\Omega} \mathcal{F}_{p}\left(\varphi_{0}\right)+\int_{Q_{t}} f\left|F_{1}^{\prime}(\varphi)\right|^{p-1} \operatorname{sign} \varphi \tag{3.38}
\end{align*}
$$

where we put

$$
\mathcal{F}_{p}(s):=\int_{0}^{s}\left|F_{1}^{\prime}(s)\right|^{p-1} \operatorname{sign} s \mathrm{ds}
$$

Furthermore, notice that the terms on the left-hand side are non-negative since $p>2$ and $F_{1}^{\prime \prime}$ is non-negative. As the right-hand side is concerned, the first term can be handled owing to (3.27) which entails that $\left|F_{1}^{\prime}\left(\varphi_{0}\right)\right|$ is bounded by a positive constant. Namely, (3.27) implies the existence of a constant $M>0$ such that

$$
\beta \int_{\Omega} \mathcal{F}_{p}\left(\varphi_{0}\right) \leq \beta M^{p-1} \int_{\Omega}\left|\varphi_{0}\right| \leq C^{p} .
$$

As for the last term of (3.38), by using the generalised Young inequality (2.2), we obtain that

$$
\int_{Q_{t}} f\left|F_{1}^{\prime}(\varphi)\right|^{p-1} \operatorname{sign} \varphi \leq \frac{1}{p} C^{p}+\frac{1}{p^{\prime}} \int_{Q_{t}}\left|F_{1}^{\prime}(\varphi)\right|^{(p-1) p^{\prime}} \leq C^{p}+\frac{1}{p^{\prime}} \int_{Q_{t}}\left|F_{1}^{\prime}(\varphi)\right|^{p}
$$

where $p^{\prime}$ stands for the conjugate exponent of $p$, i.e., $\frac{1}{p}+\frac{1}{p^{\prime}}=1$. Upon collecting the above estimates, we infer that (3.38) reduces to

$$
\frac{1}{p} \int_{Q_{t}}\left|F_{1}^{\prime}(\varphi)\right|^{p} \leq C^{p}
$$

leading to

$$
\begin{equation*}
\left\|F_{1}^{\prime}(\varphi)\right\|_{L^{p}(Q)} \leq C \tag{3.39}
\end{equation*}
$$

for a positive constant $C$ which is independent of $p$. Since the above procedure is independent of $p$, we can iterate the argument and deduce that (3.39) holds for every $p>2$ so that it is a standard argument to pass to the limit and deduce

$$
\left\|F_{1}^{\prime}(\varphi)\right\|_{L^{\infty}(Q)} \leq C
$$

which in turn implies that

$$
\left\|F^{\prime}(\varphi)\right\|_{L^{\infty}(Q)} \leq C
$$

so that $(\sqrt{3.28})$ follows. Lastly, from $(\sqrt{3.28})$ we easily deduce (3.29) concluding the proof of Theorem 3.5.

Exploiting the strong well-posedness established in Theorem 3.5, we are able to improve the stability estimate presented in Theorem 3.4. This new result will be crucial to handle the corresponding optimal control problem addressed in Chapter 5 .

Theorem 3.7 (Refined continuous dependence: $\alpha, \beta>0$ ). Suppose that A1-A4 hold and let $\alpha, \beta \in(0,1)$. Then there exists a constant $K_{4}>0$ such that, for any pair of initial data $\left\{\left(\varphi_{0}^{i}, \mu_{0}^{i}, \sigma_{0}^{i}\right)\right\}_{i}, i=1,2$, satisfying (3.20)-(3.21) and for any respective strong solutions $\left\{\left(\varphi_{i}, \mu_{i}, \sigma_{i}\right)\right\}_{i}, i=1,2$, obtained from Theorem 3.5 and source terms $g_{i} \in L^{2}(0, T ; H)$ it holds that

$$
\begin{align*}
& \left\|\varphi_{1}-\varphi_{2}\right\|_{H^{1}(0, T ; H) \cap L^{\infty}(0, T ; V)}+\left\|\mu_{1}-\mu_{2}\right\|_{L^{\infty}(0, T ; H) \cap L^{2}(0, T ; V)} \\
& \quad \leq K_{4}\left(\left\|g_{1}-g_{2}\right\|_{L^{2}(0, T ; H)}+\left\|\varphi_{0}^{1}-\varphi_{0}^{2}\right\|_{V}+\left\|\mu_{0}^{1}-\mu_{0}^{2}\right\|+\left\|\sigma_{0}^{1}-\sigma_{0}^{2}\right\|\right) . \tag{3.40}
\end{align*}
$$

Proof of Theorem 3.7 Here, we employ the same notation as in (3.12) and consider again the system of the differences (3.13)-(3.15). We then add to both sides of (3.14) the term $-\varphi$, test (3.13) by $\mu$ and this new second equation by $-\partial_{t} \varphi$. After adding the resulting equalities and integrating over $Q_{t}$ and by parts we obtain that

$$
\begin{align*}
& \frac{\alpha}{2}\|\mu(t)\|^{2}+\int_{Q_{t}}|\nabla \mu|^{2}+\beta \int_{Q_{t}}\left|\partial_{t} \varphi\right|^{2}+\frac{1}{2}\|\varphi(t)\|_{V}^{2} \\
& \quad \leq \frac{\alpha}{2}\left\|\mu_{0}\right\|^{2}+\frac{1}{2}\left\|\varphi_{0}\right\|_{V}^{2}+\int_{Q_{t}}\left(R_{1}-R_{2}\right) \mu \\
& \quad-\int_{Q_{t}}\left(F^{\prime}\left(\varphi_{1}\right)-F^{\prime}\left(\varphi_{2}\right)\right) \partial_{t} \varphi+\int_{Q_{t}} \varphi \partial_{t} \varphi=: \mathbb{I}_{1}+\mathbb{I}_{2} . \tag{3.41}
\end{align*}
$$

The first two terms on the right-hand side are readily bounded due to the assumption on the initial conditions, whereas the third term on the right-hand side $\mathbb{I}_{1}^{3}$ can be bounded using (3.9), Young's and Hölder's inequalities, the boundedness and Lipschitz continuity of $P$ and the Sobolev embedding $V \subset L^{4}(\Omega)$ to conclude that

$$
\begin{aligned}
\left|\mathbb{I}_{1}^{3}\right| & \leq \int_{Q_{t}}\left|P\left(\varphi_{2}\right)\right|(|\sigma|+|\mu|)|\mu|+\int_{Q_{t}}\left|P\left(\varphi_{1}\right)-P\left(\varphi_{2}\right)\right|\left(\left|\sigma_{1}\right|-\left|\mu_{1}\right|\right)|\mu| \\
& \leq C \int_{Q_{t}}\left(|\sigma|^{2}+|\mu|^{2}\right)+C \int_{0}^{t}\|\varphi\|_{V}\left(\left\|\sigma_{1}\right\|_{4}+\left\|\mu_{1}\right\|_{4}\right)\|\mu\| \\
& \leq C \int_{Q_{t}}\left(|\sigma|^{2}+|\mu|^{2}\right)+C \int_{0}^{t}\|\varphi\|_{V}^{2}\left(\left\|\sigma_{1}\right\|_{V}^{2}+\left\|\mu_{1}\right\|_{V}^{2}\right) \\
& \leq C\left(\left\|g_{1}-g_{2}\right\|_{L^{2}(0, T ; H)}+\left\|\varphi_{0}^{1}-\varphi_{0}^{2}\right\|+\left\|\sigma_{0}^{1}-\sigma_{0}^{2}\right\|\right),
\end{aligned}
$$

where we also used that $\sigma_{1}$ and $\mu_{1}$ enjoy (3.9) and Theorem 3.4 Let us notice that we
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also tacitly employ that

$$
\begin{aligned}
& \left\|P\left(\varphi_{1}\right)-P\left(\varphi_{2}\right)\right\|_{4} \\
& \quad \leq C\left\|P\left(\varphi_{1}\right)-P\left(\varphi_{2}\right)\right\|_{V} \\
& \quad \leq C\left(\left\|P\left(\varphi_{1}\right)-P\left(\varphi_{2}\right)\right\|+\left\|P^{\prime}\left(\varphi_{1}\right) \nabla \varphi_{1}-P^{\prime}\left(\varphi_{2}\right) \nabla \varphi_{2}\right\|\right) \\
& \quad \leq C\left\|\varphi_{1}-\varphi_{2}\right\|+C\left\|\left(P^{\prime}\left(\varphi_{1}\right)-P^{\prime}\left(\varphi_{2}\right)\right) \nabla \varphi_{1}+P^{\prime}\left(\varphi_{2}\right) \nabla\left(\varphi_{1}-\varphi_{2}\right)\right\| \\
& \quad \leq C\left(\left\|\varphi_{1}-\varphi_{2}\right\|+\left\|\varphi_{1}-\varphi_{2}\right\|\left\|\nabla \varphi_{1}\right\|+\left\|\nabla\left(\varphi_{1}-\varphi_{2}\right)\right\|\right) \\
& \quad \leq C\|\varphi\|_{V}
\end{aligned}
$$

which follows from the Cauchy-Schwarz inequality and the regularity (3.8) enjoyed by $\varphi_{1}$. On the other hand, the last two terms on the right-hand side can be handled by using Young's and Hölder's inequalities to infer that

$$
\begin{aligned}
\left|\mathbb{I}_{2}\right| & \leq 2 \delta \int_{Q_{t}}\left|\partial_{t} \varphi\right|^{2}+C(\delta) \int_{Q_{t}}|\varphi|^{2}+C(\delta) \int_{Q_{t}}\left|F^{\prime}\left(\varphi_{1}\right)-F^{\prime}\left(\varphi_{2}\right)\right|^{2} \\
& \leq 2 \delta \int_{Q_{t}}\left|\partial_{t} \varphi\right|^{2}+C(\delta) \int_{Q_{t}}|\varphi|^{2},
\end{aligned}
$$

for $\delta>0$ yet to be fixed and where in the last estimate we invoke the fact that $F^{\prime}$ turns out to be Lipschitz continuous in its domain due to the separation property (3.28). Hence, we take $\delta$ small enough and apply the Gronwall lemma to obtain that

$$
\begin{gather*}
\|\varphi\|_{H^{1}(0, T ; H) \cap L^{\infty}(0, T ; V)}+\|\mu\|_{L^{\infty}(0, T ; H) \cap L^{2}(0, T ; V)} \quad \leq C\left(\left\|\varphi_{0}\right\|_{V}+\left\|\mu_{0}\right\|+\left\|\sigma_{0}\right\|+\|g\|_{L^{2}(0, T ; H)}\right)
\end{gather*}
$$

concluding the proof of Theorem 3.7

### 3.3 Vanishing Viscosities Analysis

This section is completely devoted to addressing the asymptotic behaviour of the system (3.1)-(3.5) as the relaxation parameters $\alpha$ and $\beta$ approach zero. This investigation has been the main goal of some papers by P. Colli et al. [36,38, 39]. In those works it was addressed the asymptotic behaviour as $\alpha \rightarrow 0$ with $\beta>0$ and fixed, the asymptotic behaviour with $\alpha>0$ and fixed as $\beta \rightarrow 0$, as well as the joint asymptotic $\alpha \rightarrow 0$ and $\beta \rightarrow 0$. Moreover, the authors pointed out the specific mathematical framework under which the asymptotic can be performed and also proposed the corresponding error estimates which in turn allow them to derive the uniqueness of the solutions to the limiting systems. Before diving into the details by stating the results there established, let us briefly mention the mathematical challenges that they have to overcome in those passages.

Passage to the limit as $\boldsymbol{\alpha} \rightarrow \mathbf{0}$ : In the first asymptotic scenario $\alpha \rightarrow 0$, the parabolic relaxation term $\alpha \partial_{t} \mu$ in (3.1) vanishes resulting in a lack of temporal regularity on the chemical potential $\mu$. Hence, as usually happen for the classical Cahn-Hilliard equation, to bound $\mu$ in $L^{2}(0, T ; V)$, a key argument is to derive some bounds on the spatial
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mean of the chemical potential which can be deduced from the second equation (3.2) as soon as we prescribe that the potential is defined on the whole real line and that it possesses some "controlled" growth. In this direction, a natural growth condition on the potential has to be assumed (c.f. (3.46)), allowing for any polynomial or first-order exponential potentials. As far as the error estimate is concerned, which in turn entails the uniqueness of the solution to the limit system, a rate of convergence of order $\alpha^{1 / 2}$ is obtained under the further restrictions that the proliferation function $P(\cdot)$ is a nonnegative constant and that $F$ has a polynomial growth of power four, still covering the case of the classical quartic potential $F_{\text {reg }}$ (c.f. (3.53)).

Passage to the limit as $\boldsymbol{\beta} \rightarrow 0$ : As for the vanishing of the viscosity term $\beta \partial_{t} \varphi$ in equation (3.2) we obtain, as expectable, a loss of temporal regularity on the phase variable. However, the presence of the relaxation term $\alpha \partial_{t} \mu$ with $\alpha>0$ in (3.1) allows passing to the limit in a very general setting including singular potentials. In fact, we only requiring some smallness type assumptions on the relaxation parameter $\alpha$ (c.f. Theorem (3.13). Again, a corresponding error estimate is obtained with a convergence rate of order $\beta^{1 / 2}$, and therefore the uniqueness for the limit system is guaranteed.

Passage to the limit as $\alpha, \boldsymbol{\beta} \rightarrow 0$ : The joint passage to the limit as both the parameters $\alpha$ and $\beta$ go to zero has been investigated by [38] under a combination of the above restrictions.

### 3.3.1 Asymptotic Analysis as $\boldsymbol{\alpha} \rightarrow \mathbf{0}$

As mentioned, the discussion of the asymptotic analysis as $\alpha \rightarrow 0$ in (3.1)-(3.5) has been addressed in [39]. For the reader's convenience, we recollect here the main results there obtained which will be useful later on in Chapter 5 . To begin with, let us specify the notion of weak solution to the system (3.1)-(3.5) with $\alpha=0$.

Definition 3.8. A quadruplet $(\varphi, \mu, \sigma, \xi)$ is said to be a weak solution to system (3.1)(3.5) with $\alpha=0$ if

$$
\begin{aligned}
& \varphi \in H^{1}(0, T ; H) \cap L^{\infty}(0, T ; V) \cap L^{2}(0, T ; W), \\
& \mu \in L^{2}(0, T ; V), \\
& \sigma \in H^{1}\left(0, T ; V^{*}\right) \cap L^{\infty}(0, T ; H) \cap L^{2}(0, T ; V), \\
& \xi \in L^{2}(0, T ; H),
\end{aligned}
$$

and $(\varphi, \mu, \sigma, \xi)$ verifies

$$
\begin{align*}
& \left\langle\partial_{t} \varphi, v\right\rangle+\int_{\Omega} \nabla \mu \cdot \nabla v=\int_{\Omega} P(\varphi)(\sigma-\mu) v,  \tag{3.43}\\
& \mu=\beta \partial_{t} \varphi-\Delta \varphi+\xi+F_{2}^{\prime}(\varphi), \quad \xi \in \partial F_{1}(\varphi) \quad \text { a.e. in } Q,  \tag{3.44}\\
& \left\langle\partial_{t} \sigma, v\right\rangle+\int_{\Omega} \nabla \sigma \cdot \nabla v=-\int_{\Omega} P(\varphi)(\sigma-\mu) v+\int_{\Omega} g v, \tag{3.45}
\end{align*}
$$
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for every $v \in V$, almost everywhere in $(0, T)$ and the initial conditions

$$
\varphi(0)=\varphi_{0}, \quad \sigma(0)=\sigma_{0} \quad \text { in } \Omega .
$$

The existence of a solution to (3.1)-(3.5) with $\alpha=0$ in the sense of the above definition is obtained in [39] under the following restriction for the potentials:

A5 There exists a positive constant $\tilde{C}_{F}$ such that

$$
\begin{equation*}
D\left(F_{1}\right)=\mathbb{R}, \quad\left|\partial F_{1}{ }^{\circ}(s)\right| \leq \tilde{C}_{F}\left(1+F_{1}(s)\right) \quad \text { for every } s \in \mathbb{R} \tag{3.46}
\end{equation*}
$$

where $\partial F_{1}^{\circ}(\cdot)$ stands for the element of $\partial F_{1}(\cdot)$ having minimum norm as introduced in Section 2.4.3.

Let us remark that condition (3.46) is satisfied by (1.7) and by any other polynomial growth type potential (or first-order exponential potentials), whereas it is not verified by singular potentials like (1.8) and (1.9).

Theorem 3.9 (Asymptotics: $\alpha \rightarrow 0$, [39, Theorem 2.5]). Suppose that A1-A2, A5 hold and let $\alpha, \beta \in(0,1)$. Let the initial data $\left(\varphi_{0}, \mu_{0}, \sigma_{0}\right)$ satisfy (3.7) and let the source term $g_{\alpha, \beta} \in L^{2}(0, T ; H)$ be such that $g_{\beta} \in L^{2}(0, T ; H)$ and $g_{\alpha, \beta} \rightarrow g_{\beta}$ strongly in $L^{2}(0, T ; H)$ as $\alpha \rightarrow 0$. Then, denoting by $\left(\varphi_{\alpha, \beta}, \mu_{\alpha, \beta}, \sigma_{\alpha, \beta}, \xi_{\alpha, \beta}\right)$ the unique weak solution to (3.1)-(3.5) obtained by Theorem 3.2, it holds, as $\alpha \rightarrow 0$,

$$
\begin{align*}
\varphi_{\alpha, \beta} & \rightarrow \varphi_{\beta} \quad \text { weakly in } H^{1}(0, T ; H) \cap L^{2}(0, T ; W),  \tag{3.47}\\
\mu_{\alpha, \beta} & \rightarrow \mu_{\beta} \quad \text { weakly in } L^{2}(0, T ; V),  \tag{3.48}\\
\sigma_{\alpha, \beta} & \rightarrow \sigma_{\beta} \quad \text { weakly in } H^{1}\left(0, T ; V^{*}\right) \cap L^{2}(0, T ; V),  \tag{3.49}\\
\xi_{\alpha, \beta} & \rightarrow \xi_{\beta} \quad \text { weakly in } L^{2}(0, T ; H),  \tag{3.50}\\
\alpha \mu_{\alpha, \beta} & \rightarrow 0 \quad \text { weakly in } H^{1}\left(0, T ; V^{*}\right), \text { and strongly in } L^{2}(0, T ; V), \tag{3.51}
\end{align*}
$$

possibly for a subsequence and the limits $\left(\varphi_{\beta}, \mu_{\beta}, \sigma_{\beta}, \xi_{\beta}\right)$ and $g_{\beta}$ solve system (3.1)(3.5) with $\alpha=0$ in the sense of Definition 3.8 Moreover, up to a subsequence, we also have the strong convergence

$$
\begin{equation*}
\varphi_{\alpha, \beta} \rightarrow \varphi_{\beta} \quad \text { strongly in } L^{2}(0, T ; H) . \tag{3.52}
\end{equation*}
$$

Proof of Theorem 3.9] For the proof we refer to [39].
The uniqueness of the limit system is proved as a consequence of a suitable error estimate between the solution to (3.1)-(3.5) with $\alpha>0$ and with $\alpha=0$, respectively. In this direction, two further restrictions have been postulated:

A6 $P$ is a non-negative constant.
A7 $F \in C^{2}(\mathbb{R})$ and there exists a positive constant $C_{F}$ such that

$$
\begin{equation*}
\left|F^{\prime \prime}(s)\right| \leq C_{F}\left(1+|s|^{2}\right) \quad \text { for every } s \in \mathbb{R} . \tag{3.53}
\end{equation*}
$$

Notice that (3.53) prevents the singular choices (1.8) and (1.9) to be considered, whereas (1.7) is still included.

Theorem 3.10 (Error estimate: $\alpha \rightarrow 0$, [39, Theorem 2.6]). Assume A1-A2, A5-A7, and let $\alpha, \beta \in(0,1)$. Let the initial data $\left(\varphi_{0}, \mu_{0}, \sigma_{0}\right)$ satisfy (3.7). Then, the solution $\left(\varphi_{\beta}, \mu_{\beta}, \sigma_{\beta}, \xi_{\beta}\right)$ to (3.1)-(3.5) with $\alpha=0$ in the sense of Definition 3.8 obtained from Theorem 3.9 is unique.

Moreover, denoting by $\left(\varphi_{\alpha, \beta}, \mu_{\alpha, \beta}, \sigma_{\alpha, \beta}, \xi_{\alpha, \beta}\right)$ the unique weak solution obtained by Theorem 3.2 with $\alpha, \beta>0$, it holds that

$$
\begin{align*}
& \left\|\varphi_{\alpha, \beta}-\varphi_{\beta}\right\|_{L^{\infty}(0, T ; H) \cap L^{2}(0, T ; V)}+\left\|\mu_{\alpha, \beta}-\mu_{\beta}\right\|_{L^{2}(0, T ; V)} \\
& \quad+\left\|\sigma_{\alpha, \beta}-\sigma_{\beta}\right\|_{L^{\infty}(0, T ; H) \cap L^{2}(0, T ; V)} \leq K_{\beta}\left(\alpha^{1 / 2}+\left\|g_{\alpha, \beta}-g_{\beta}\right\|_{L^{2}(0, T ; H)}\right) \tag{3.54}
\end{align*}
$$

for a positive constant $K_{\beta}$ which may depend on $\beta$ but it is independent of $\alpha$.
Proof of Theorem 3.10] For the proof we again refer to [39].
Combining the above theorems we end up with:
Corollary 3.11. Assume A1-A2, A5-A7, and let $\beta \in(0,1)$. Then system (3.1)-(3.5) with $\alpha=0$ admits a unique solution in the sense of Definition 3.8

### 3.3.2 Asymptotic Analysis as $\boldsymbol{\beta} \rightarrow \mathbf{0}$

Here, we follow the same structure of the previous section by first introducing the notion of weak solution to 3.1 - 3.5 with $\beta=0$ and then presenting the results related to the asymptotic as $\beta \rightarrow 0$ for the system (3.1)-(3.5).

Definition 3.12. A quadruplet $(\varphi, \mu, \sigma, \xi)$ is said to be a weak solution to (3.1)-(3.5) with $\beta=0$ if

$$
\begin{aligned}
\varphi & \in L^{\infty}(0, T ; V) \cap L^{2}(0, T ; W), \\
\mu & \in L^{\infty}(0, T ; H) \cap L^{2}(0, T ; V), \\
\alpha \mu+\varphi & \in H^{1}\left(0, T ; V^{*}\right), \\
\sigma & \in H^{1}\left(0, T ; V^{*}\right) \cap L^{\infty}(0, T ; H) \cap L^{2}(0, T ; V), \\
\xi & \in L^{2}(0, T ; H),
\end{aligned}
$$

and $(\varphi, \mu, \sigma, \xi)$ verifies

$$
\begin{align*}
& \left\langle\partial_{t}(\alpha \mu+\varphi), v\right\rangle+\int_{\Omega} \nabla \mu \cdot \nabla v=\int_{\Omega} P(\varphi)(\sigma-\mu) v  \tag{3.55}\\
& \mu=-\Delta \varphi+\xi+F_{2}^{\prime}(\varphi), \quad \xi \in \partial F_{1}(\varphi) \quad \text { a.e. in } Q  \tag{3.56}\\
& \left\langle\partial_{t} \sigma, v\right\rangle+\int_{\Omega} \nabla \sigma \cdot \nabla v=-\int_{\Omega} P(\varphi)(\sigma-\mu) v+\int_{\Omega} g v \tag{3.57}
\end{align*}
$$

for every $v \in V$, almost everywhere in $(0, T)$ and

$$
\begin{equation*}
(\alpha \mu+\varphi)(0)=\alpha \mu_{0}+\varphi_{0}, \quad \sigma(0)=\sigma_{0} \quad \text { in } \Omega . \tag{3.58}
\end{equation*}
$$
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Theorem 3.13 (Asymptotics: $\beta \rightarrow 0$, [39, Theorem 2.2]). Assume A1-A2. Let the initial data $\left(\varphi_{0}, \mu_{0}, \sigma_{0}\right)$ satisfy (3.7) and let the source term $g_{\alpha, \beta} \in L^{2}(0, T ; H)$ be such that $g_{\alpha} \in L^{2}(0, T ; H)$ and $g_{\alpha, \beta} \rightarrow g_{\alpha}$ strongly in $L^{2}(0, T ; H)$ as $\beta \rightarrow 0$. Then, there exists $\alpha_{0} \in(0,1)$ such that, denoting by $\left(\varphi_{\alpha, \beta}, \mu_{\alpha, \beta}, \sigma_{\alpha, \beta}, \xi_{\alpha, \beta}\right)$ the unique weak solution to (3.1)-(3.5) obtained by Theorem 3.2 with $\alpha \in\left(0, \alpha_{0}\right)$ and $\beta \in(0,1)$, it holds, as $\beta \rightarrow 0$,

$$
\begin{align*}
\varphi_{\alpha, \beta} & \rightarrow \varphi_{\alpha} \quad \text { weakly star in } L^{\infty}(0, T ; V) \cap L^{2}(0, T ; W),  \tag{3.59}\\
\mu_{\alpha, \beta} & \rightarrow \mu_{\alpha} \quad \text { weakly star in } L^{\infty}(0, T ; H) \cap L^{2}(0, T ; V),  \tag{3.60}\\
\sigma_{\alpha, \beta} & \rightarrow \sigma_{\alpha} \quad \text { weakly in } H^{1}\left(0, T ; V^{*}\right) \cap L^{2}(0, T ; V),  \tag{3.61}\\
\partial_{t}\left(\alpha \mu_{\alpha, \beta}+\varphi_{\alpha, \beta}\right) & \rightarrow \partial_{t}\left(\alpha \mu_{\alpha}+\varphi_{\alpha}\right) \quad \text { weakly in } L^{2}\left(0, T ; V^{*}\right),  \tag{3.62}\\
\xi_{\alpha, \beta} & \rightarrow \xi_{\alpha} \quad \text { weakly in } L^{2}(0, T ; H),  \tag{3.63}\\
\beta \varphi_{\alpha, \beta} & \rightarrow 0 \quad \text { strongly in } H^{1}(0, T ; H) \cap L^{2}(0, T ; W), \tag{3.64}
\end{align*}
$$

possibly for a subsequence and the limits $\left(\varphi_{\alpha}, \mu_{\alpha}, \sigma_{\alpha}, \xi_{\alpha}\right)$ and $g_{\alpha}$ solve system (3.1)(3.5) with $\beta=0$ in the sense of Definition 3.12. Moreover, up to a subsequence, we also have the strong convergence

$$
\begin{equation*}
\varphi_{\alpha, \beta} \rightarrow \varphi_{\alpha} \quad \text { strongly in } L^{2}(0, T ; H) . \tag{3.65}
\end{equation*}
$$

Proof of Theorem 3.13. For the proof we refer to [39].
Here, a suitable error estimate can be derived in a general framework under an additional smallness type assumption on the relaxation parameter $\alpha$.

Theorem 3.14 (Error estimate: $\beta \rightarrow 0$, [39, Theorem 2.3]). Suppose A1-A2. Let the initial data $\left(\varphi_{0}, \mu_{0}, \sigma_{0}\right)$ satisfy (3.7). Then, the solution $\left(\varphi_{\alpha}, \mu_{\alpha}, \sigma_{\alpha}, \xi_{\alpha}\right)$ to (3.1)-(3.5) with $\beta=0$ in the sense of Definition 3.12 is unique.

Moreover, there exists $\alpha_{00} \in\left(0, \alpha_{0}\right)$ such that denoting by $\left(\varphi_{\alpha, \beta}, \mu_{\alpha, \beta}, \sigma_{\alpha, \beta}, \xi_{\alpha, \beta}\right)$ the unique weak solution obtained by Theorem 3.2 with $\alpha \in\left(0, \alpha_{00}\right)$ and $\beta \in(0,1)$, it holds, as $\beta \rightarrow 0$,

$$
\begin{align*}
& \left\|\varphi_{\alpha, \beta}-\varphi_{\alpha}\right\|_{L^{2}(0, T ; V)}+\left\|\mu_{\alpha, \beta}-\mu_{\alpha}\right\|_{L^{2}(0, T ; H)}+\left\|\sigma_{\alpha, \beta}-\sigma_{\alpha}\right\|_{L^{\infty}(0, T ; H) \cap L^{2}(0, T ; V)} \\
& \quad+\left\|\left(\alpha \mu_{\alpha, \beta}+\varphi_{\alpha, \beta}+\sigma_{\alpha, \beta}\right)-\left(\alpha \mu_{\alpha}+\varphi_{\alpha}+\sigma_{\alpha}\right)\right\|_{L^{\infty}\left(0, T ; V^{*}\right)} \\
& \quad \leq K_{\alpha}\left(\beta^{1 / 2}+\left\|g_{\alpha, \beta}-g_{\alpha}\right\|_{L^{2}(0, T ; H)}\right) \tag{3.66}
\end{align*}
$$

for a positive constant $K_{\alpha}$ which may depend on $\alpha$ but it is independent of $\beta$.
Proof of Theorem 3.14. For the proof we again refer to [39].
Combining the above results we conclude that:
Corollary 3.15. Assume A1-A2 and let $\alpha \in\left(0, \alpha_{00}\right)$. Then system (3.1)-(3.5) with $\beta=0$ admits a unique solution in the sense of Definition 3.12

## CHAPTER <br> 4

## Mathematical Analysis of a Family of Nonlocal Tumour Growth Models

This chapter provides a unified mathematical treatment of the family of nonlocal diffuse interface models for tumour growth (1.4)-(1.6) which takes into account longrange interactions occurring in biological phenomena. In particular, we are now considering the nonlocal system (1.4)-(1.6) with the following specifications:

- The thickness parameter $\varepsilon$ and the surface tension parameter $\gamma$ are set to one.
- We prescribe constant mobilities $m$ and $n$ : without loss of generality we let $m=$ $n=1$.
- For the source/sink terms $\mathcal{S}^{1}$ and $\mathcal{S}^{2}$ we assume linear kinetics as expressed in (1.24).
- We consider two different non-negative constants $\chi$ and $\eta$ for the chemotaxis parameter and the active transport rate, respectively. Let us refer to [96] (see also [90]), where the authors explained how these two mechanisms can be decoupled. This choice will be extremely useful since several mathematical results hold under the assumption $\chi \geq 0$ while $\eta=0$.

As already pointed out, the model in consideration couples a nonlocal Cahn-Hilliard type equation for the tumour phase variable with a reaction-diffusion equation for the nutrient concentration, and allows for significant mechanisms such as chemotaxis and active transport effects. The first part of the chapter is devoted to the analysis of the
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system when both the regularisations $\alpha \partial_{t} \mu$ and $\beta \partial_{t} \varphi$ are present, i.e., $\alpha, \beta>0$. Under this assumption, a rich spectrum of results is presented: weak well-posedness is first addressed, also including singular potentials like (1.8) and (1.9). Despite the generality of the existence result, we can provide a stability estimate, which in turn entails the uniqueness of weak solutions, just under the restricting assumption $\eta=0$. Then, under suitable conditions on the potential setting, existence of strong solutions enjoying the separation property is proved. This allows also to obtain a refined stability estimate with respect to the data, including both chemotaxis and active transport. In the second part, we study the asymptotic behaviour of the system as the relaxation parameters $\alpha$ and $\beta$ approach zero both separately and jointly, and exact error estimates are obtained. As a by-product, the well-posedness of the corresponding limit systems is established.

Summing up, the two-parameter class of nonlocal models we are going to deal with in this chapter reads as:

$$
\begin{array}{ll}
\alpha \partial_{t} \mu+\partial_{t} \varphi-\Delta \mu=(\mathcal{P} \sigma-\mathcal{A}) f(\varphi) & \text { in } Q, \\
\mu=\beta \partial_{t} \varphi+a \varphi-J * \varphi+F^{\prime}(\varphi)-\chi \sigma & \text { in } Q, \\
\partial_{t} \sigma-\Delta \sigma+\mathcal{B}\left(\sigma-\sigma_{S}\right)+\mathcal{C} \sigma f(\varphi)=-\eta \Delta \varphi & \text { in } Q, \\
\partial_{\mathbf{n}} \mu=\eta \partial_{\mathbf{n}} \varphi-\partial_{\mathbf{n}} \sigma=0 & \text { on } \Sigma, \\
\mu(0)=\mu_{0}, \quad \varphi(0)=\varphi_{0}, \quad \sigma(0)=\sigma_{0} & \text { in } \Omega . \tag{4.5}
\end{array}
$$

It is worth pointing out that it corresponds to a nonlocal variant of the local model proposed by H. Garcke et al. in [96]. In fact, at least formally, by setting $\alpha=\beta=0$ and by substituting the nonlocality $a \varphi-J * \varphi$ with the "corresponding local term" $-\Delta \varphi$, we obtain exactly a particular case of the system analysed in [96]. We refer to Section 1.4 for more details on the modeling aspects and the meaning of the occurring variables.

Let us immediately point out that the above nonlocal model is new in the literature so that all the mathematical results revisited in this chapter are original and established in [134] by the author in collaboration with L. Scarpa in contrast to the situation of the local model (3.1)-(3.5) for which lots of results were already known.

Up to the author's knowledge, there are still few contributions devoted to the mathematical analysis of nonlocal tumour growth models of phase-field type of which we mention [79, 81, 84, 133] (see also [59, 124], where some results for the standard nonlocal Cahn-Hilliard equation with source terms can be found).

### 4.1 Weak Well-posedness

This first section is devoted to the weak analysis of the system (4.1)-(4.5) when both the regularisations $\alpha$ and $\beta$ are present. In this setting, we investigate existence of weak solutions, even when singular potentials as (1.8) or (1.9) are present, including chemotaxis and active transport. Secondly, we show that without active transport, i.e., $\eta=0$, continuous dependence on the data (hence uniqueness) holds for weak solutions. This limitation will be overcome later on when dealing with strong solutions (cf. Theorem 4.8), which however restricts us to avoid considering the singular and non-regular double-obstacle potential (1.9).

The following structural assumptions on the data will be in order in this section.
B1 $\mathcal{P}, \mathcal{A}, \mathcal{B}, \mathcal{C}, \chi, \eta$ are non-negative constants.
B2 $f: \mathbb{R} \rightarrow[0,+\infty)$ is bounded and Lipschitz continuous.
B3 $\sigma_{S} \in L^{\infty}(Q)$ and

$$
0 \leq \sigma_{S}(\mathrm{x}, t) \leq 1 \quad \text { for a.e. }(\mathrm{x}, t) \in Q .
$$

B4 $F:=F_{1}+F_{2} \geq 0$, where

$$
F_{1}: \mathbb{R} \rightarrow[0,+\infty] \text { is proper, convex, and lower semicontinuous, }
$$

and

$$
F_{2} \in C^{2}(\mathbb{R}), \quad F_{2}^{\prime}: \mathbb{R} \rightarrow \mathbb{R} \quad \text { is Lipschitz continuous, } \quad F_{2}^{\prime}(0)=0
$$

In particular, the subdifferential $\partial F_{1}: \mathbb{R} \rightarrow 2^{\mathbb{R}}$ is well defined in the sense of convex analysis, and we require that $0 \in \partial F_{1}(0)$. The Moreau regularisation of $F_{1}$ and the Yosida approximation of $\partial F_{1}$ are defined, respectively, as

$$
F_{1, \lambda}: \mathbb{R} \rightarrow[0,+\infty), \quad F_{1, \lambda}(s):=F_{1}(0)+\int_{0}^{s} F_{1, \lambda}^{\prime}(r) \mathrm{dr}, \quad \mathrm{~s} \in \mathbb{R}
$$

and

$$
F_{1, \lambda}^{\prime}: \mathbb{R} \rightarrow \mathbb{R}, \quad F_{1, \lambda}^{\prime}:=\frac{I-\left(I+\lambda \partial F_{1}\right)^{-1}}{\lambda}, \quad \lambda>0
$$

where $I$ stands for the identity operator (see Section 2.4 .3 for more details). We recall that $F_{1, \lambda}^{\prime}$ is $\frac{1}{\lambda}$-Lipschitz continous and we set

$$
F_{\lambda}:=F_{1, \lambda}+F_{2} .
$$

B5 The kernel $J \in W_{l o c}^{1,1}\left(\mathbb{R}^{d}\right)$ is such that $J(\mathbf{x})=J(-\mathbf{x})$ for a.e. $\mathbf{x} \in \mathbb{R}^{d}, d \in\{2,3\}$. For any measurable $v: \Omega \rightarrow \mathbb{R}$ we use the notation

$$
(J * v)(\mathbf{x}):=\int_{\Omega} J(\mathbf{x}-\mathbf{y}) v(\mathbf{y}) \mathrm{d} \mathbf{y}, \quad \mathbf{x} \in \Omega
$$

and set $a:=J * 1$. Moreover, we suppose that

$$
\begin{gathered}
a_{*}:=\inf _{\mathbf{x} \in \Omega} \int_{\Omega} J(\mathbf{x}-\mathbf{y}) \mathrm{d} \mathbf{y}=\inf _{\mathbf{x} \in \Omega} a(\mathbf{x}) \geq 0, \\
a^{*}:=\sup _{\mathbf{x} \in \Omega} \int_{\Omega}|J(\mathbf{x}-\mathbf{y})| \mathrm{d} \mathbf{y}<+\infty, \quad b^{*}:=\sup _{\mathbf{x} \in \Omega} \int_{\Omega}|\nabla J(\mathbf{x}-\mathbf{y})| \mathrm{d} \mathbf{y}<+\infty,
\end{gathered}
$$

and we set $c_{a}:=\max \left\{a^{*}-a_{*}, 1\right\}$. Finally, we suppose that there exists a positive constant $C_{0}$ such that, for $i=1,2$, and $s_{1} \neq s_{2}$, we have

$$
a_{*}+\frac{w_{1}-w_{2}}{s_{1}-s_{2}} \geq C_{0}, \quad \forall s_{i} \in D\left(\partial F_{1}\right), \quad \forall w_{i} \in \partial F_{1}\left(s_{i}\right)+F_{2}^{\prime}\left(s_{i}\right) .
$$

Note that if $F$ is of class $C^{2}$, the last condition is equivalent to the classical one

$$
a_{*}+F^{\prime \prime}(s) \geq C_{0} \quad \forall s \in D\left(F^{\prime}\right)
$$
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For convenience, we introduce the following upper bounds for the coefficients $\alpha$ and $\beta$

$$
\begin{equation*}
\alpha_{0}:=\min \left\{\frac{1}{4 c_{a}}, \frac{1}{\max \left\{1, a^{*}-\min \left\{a^{*}, C_{0}\right\}\right\}}, \frac{2 C_{0}}{3\left(a^{*}+b^{*}\right)^{2} K_{0}^{2}}\right\}, \quad \beta_{0}:=1, \tag{4.6}
\end{equation*}
$$

where $K_{0}$ denotes the norm of the continuous inclusion $H \subset V^{*}$. This is only a technical requirement on the coefficients, which is clearly not restrictive as $\alpha$ and $\beta$ have to be considered as small perturbations.

The first main result deals with existence of global weak solutions to the system (4.1)-(4.4) under very general assumptions on the data. In particular, we stress that any type of potential as in (1.7)-(1.9) is included in this first result.
Theorem 4.1 (Existence of weak solutions: $\alpha, \beta>0$ ). Assume B1-B5, and let $\alpha \in$ $\left(0, \alpha_{0}\right)$ and $\beta \in\left(0, \beta_{0}\right)$. Moreover, let the triplet of initial data $\left(\varphi_{0}, \mu_{0}, \sigma_{0}\right)$ satisfy

$$
\begin{equation*}
\varphi_{0} \in V, \quad \mu_{0}, \sigma_{0} \in H, \quad F\left(\varphi_{0}\right) \in L^{1}(\Omega) . \tag{4.7}
\end{equation*}
$$

Then, there exists a quadruplet $(\varphi, \mu, \sigma, \xi)$ such that

$$
\begin{align*}
\varphi & \in H^{1}(0, T ; H) \cap L^{\infty}(0, T ; V),  \tag{4.8}\\
\mu, \sigma & \in H^{1}\left(0, T ; V^{*}\right) \cap L^{2}(0, T ; V),  \tag{4.9}\\
\xi & \in L^{2}(0, T ; H), \tag{4.10}
\end{align*}
$$

where

$$
\begin{equation*}
\mu=\beta \partial_{t} \varphi+a \varphi-J * \varphi+\xi+F_{2}^{\prime}(\varphi)-\chi \sigma, \quad \xi \in \partial F_{1}(\varphi) \quad \text { a.e. in } Q, \tag{4.11}
\end{equation*}
$$

with

$$
\varphi(0)=\varphi_{0}, \quad \mu(0)=\mu_{0}, \quad \sigma(0)=\sigma_{0} \quad \text { in } \Omega,
$$

and such that

$$
\begin{align*}
& \left\langle\partial_{t}(\alpha \mu+\varphi), v\right\rangle+\int_{\Omega} \nabla \mu \cdot \nabla v=\int_{\Omega}(\mathcal{P} \sigma-\mathcal{A}) f(\varphi) v,  \tag{4.12}\\
& \left\langle\partial_{t} \sigma, v\right\rangle+\int_{\Omega} \nabla \sigma \cdot \nabla v+\int_{\Omega}\left(\mathcal{B}\left(\sigma-\sigma_{S}\right)+\mathcal{C} \sigma f(\varphi)\right) v=\eta \int_{\Omega} \nabla \varphi \cdot \nabla v, \tag{4.13}
\end{align*}
$$

for every $v \in V$, almost everywhere in $(0, T)$.
Furthermore, if $\eta=0$ and

$$
\begin{equation*}
0 \leq \sigma_{0}(\mathbf{x}) \leq 1 \quad \text { for a.e. } \mathbf{x} \in \Omega, \tag{4.14}
\end{equation*}
$$

then $\sigma(t) \in L^{\infty}(\Omega)$ for all $t \in[0, T]$ and it holds the comparison principle

$$
\begin{equation*}
0 \leq \sigma(\mathbf{x}, t) \leq 1 \quad \text { for a.e. } \mathbf{x} \in \Omega, \quad \forall t \in[0, T] . \tag{4.15}
\end{equation*}
$$

It is worth mentioning that, in the case of singular potentials such as (1.8) and (1.9), the assumption $F\left(\varphi_{0}\right) \in L^{1}(\Omega)$ entails that $\varphi_{0} \in L^{\infty}(\Omega)$ and that $\left|\varphi_{0}(\mathbf{x})\right| \leq 1$ for almost every $\mathrm{x} \in \Omega$.

Proof of Theorem 4.1 To prove the existence of solutions we rely on an approximation procedure based on two parameters $n \in \mathbb{N}$ and $\lambda>0$, involving a Faedo-Galerkin approximation on the functional space and the Yosida approximation on the potential, respectively.

## The Approximation

Let $\left\{e_{j}\right\}_{j \in \mathbb{N}}$ and $\left\{l_{j}\right\}_{j \in \mathbb{N}}$ be the sequences of eigenfunctions and eigenvalues of the Laplace operator $-\Delta$ endowed with homogeneous Neumann conditions, renormalised in such a way that $\left\|e_{j}\right\|=1$ for all $j \in \mathbb{N}$. Then it is well known that $\left\{e_{j}\right\}_{j}$ yields a complete orthonormal system in $H$, and orthogonal in $V$. For every $n \in \mathbb{N}$, let $\mathcal{W}_{n}:=\operatorname{span}\left\{e_{1}, \ldots, e_{n}\right\}$, and define $\mathbb{P}_{n}: H \rightarrow \mathcal{W}_{n}$ as the orthogonal projection on $\mathcal{W}_{n}$ with respect to the scalar product of $H$. Then, as $n \rightarrow \infty$, it holds that $\mathbb{P}_{n} v \rightarrow v$ in $H$ (resp. $V$ or $W$ ) for every $v \in H$ (resp. $V$ or $W$ ). We then consider the following approximated system: find a triplet $\left(\varphi_{\lambda, n}, \mu_{\lambda, n}, \sigma_{\lambda, n}\right)$ such that

$$
\begin{array}{ll}
\alpha \partial_{t} \mu_{\lambda, n}+\partial_{t} \varphi_{\lambda, n}-\Delta \mu_{\lambda, n}=\mathbb{P}_{n}\left[\left(\mathcal{P}_{\sigma_{\lambda, n}}-\mathcal{A}\right) f\left(\varphi_{\lambda, n}\right)\right] & \text { in } Q, \\
\mu_{\lambda, n}=\beta \partial_{t} \varphi_{\lambda, n}+a \varphi_{\lambda, n}-J * \varphi_{\lambda, n}+\mathbb{P}_{n} F_{\lambda}^{\prime}\left(\varphi_{\lambda, n}\right)-\chi \sigma_{\lambda, n} & \text { in } Q, \\
\partial_{t} \sigma_{\lambda, n}-\Delta \sigma_{\lambda, n}+\mathcal{B}\left(\sigma_{\lambda, n}-\sigma_{S, n}\right)+\mathbb{P}_{n}\left[\mathcal{C} \sigma_{\lambda, n} f\left(\varphi_{\lambda, n}\right)\right]=-\eta \Delta \varphi_{\lambda, n} & \text { in } Q, \\
\partial_{\mathbf{n}} \mu_{\lambda, n}=\eta \partial_{\mathbf{n}} \varphi_{\lambda, n}-\partial_{\mathbf{n}} \sigma_{\lambda, n}=0 & \text { on } \Sigma, \\
\mu_{\lambda, n}(0)=\mathbb{P}_{n} \mu_{0}, \quad \varphi_{\lambda, n}(0)=\mathbb{P}_{n} \varphi_{0}, \quad \sigma_{\lambda, n}(0)=\mathbb{P}_{n} \sigma_{0} & \text { in } \Omega, \tag{4.19}
\end{array}
$$

where $\sigma_{S, n}:=\mathbb{P}_{n} \sigma_{S}$, in the form

$$
\begin{aligned}
\varphi_{\lambda, n}(\mathbf{x}, t) & :=\sum_{j=1}^{n} \vartheta_{j}^{\lambda, n}(t) e_{j}(\mathbf{x}), \quad \mu_{\lambda, n}(\mathbf{x}, t):=\sum_{j=1}^{n} \omega_{j}^{\lambda, n}(t) e_{j}(\mathbf{x}), \\
\sigma_{\lambda, n}(\mathbf{x}, t) & :=\sum_{j=1}^{n} \gamma_{j}^{\lambda, n}(t) e_{j}(\mathbf{x}),
\end{aligned}
$$

for $t \in[0, T], \mathbf{x} \in \Omega$, and $j \in\{1, \ldots, n\}$. Moreover, we introduce the vectors

$$
\boldsymbol{\vartheta}^{\lambda, n}, \boldsymbol{\omega}^{\lambda, n}, \gamma^{\lambda, n}:[0, T] \rightarrow \mathbb{R}^{n},
$$

by setting

$$
\boldsymbol{\vartheta}^{\lambda, n}:=\left(\vartheta_{1}^{\lambda, n}, \ldots, \vartheta_{n}^{\lambda, n}\right)^{T}, \quad \boldsymbol{\omega}^{\lambda, n}:=\left(\omega_{1}^{\lambda, n}, \ldots, \omega_{n}^{\lambda, n}\right)^{T}, \quad \gamma^{\lambda, n}:=\left(\gamma_{1}^{\lambda, n}, \ldots, \gamma_{n}^{\lambda, n}\right)^{T} .
$$

Plugging these expression in (4.16)-(4.20) and taking arbitrary $e_{i} \in \mathcal{W}_{n}$ as test functions, for $i=1, \ldots, n$, we deduce that $\left(\varphi_{\lambda, n}, \mu_{\lambda, n}, \sigma_{\lambda, n}\right)$ solves the approximated system above if and only if the triplet $\left(\boldsymbol{\vartheta}^{\lambda, n}, \boldsymbol{\omega}^{\lambda, n}, \boldsymbol{\gamma}^{\lambda, n}\right)$ solves the following system of ODEs, for $i=1, \ldots, n$ :

$$
\begin{aligned}
& \alpha \partial_{t} \omega_{i}^{\lambda, n}+\partial_{t} \vartheta_{i}^{\lambda, n}+l_{i} \omega_{i}^{\lambda, n}=\int_{\Omega}\left(\mathcal{P} \sum_{j=1}^{n} \gamma_{j}^{\lambda, n} e_{j}-\mathcal{A}\right) f\left(\sum_{j=1}^{n} \vartheta_{j}^{\lambda, n} e_{j}\right) e_{i} \\
& \omega_{i}^{\lambda, n}= \\
& \quad \beta \partial_{t} \vartheta_{i}^{\lambda, n}+\sum_{j=1}^{n} \vartheta_{j}^{\lambda, n} \int_{\Omega} a e_{j} e_{i}-\sum_{j=1}^{n} \vartheta_{j}^{\lambda, n} \int_{\Omega}\left(J * e_{j}\right) e_{i} \\
& \quad+\int_{\Omega} F_{\lambda}^{\prime}\left(\sum_{j=1}^{n} \vartheta_{j}^{\lambda, n} e_{j}\right) e_{i}-\chi \gamma_{i}^{\lambda, n}, \\
& \partial_{t} \gamma_{i}^{\lambda, n}+l_{i} \gamma_{i}^{\lambda, n}+\mathcal{B}\left(\gamma_{i}^{\lambda, n}-\int_{\Omega} \sigma_{S, n} e_{i}\right)+\mathcal{C} \sum_{j=1}^{n} \gamma_{j}^{\lambda, n} \int_{\Omega} f\left(\sum_{m=1}^{n} \vartheta_{m}^{\lambda, n} e_{m}\right) e_{j} e_{i}=\eta l_{i} \vartheta_{i}^{\lambda, n}, \\
& \vartheta_{i}^{\lambda, n}(0)=\left(\varphi_{0}, e_{i}\right), \quad \omega_{i}^{\lambda, n}(0)=\left(\mu_{0}, e_{i}\right), \quad \gamma_{i}^{\lambda, n}(0)=\left(\sigma_{0}, e_{i}\right) .
\end{aligned}
$$
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Since $f, F_{\lambda}^{\prime}: \mathbb{R} \rightarrow \mathbb{R}$ are Lipschitz continuous and $f$ is bounded, such initial value system can be written in the form

$$
\begin{cases}\partial_{t}\left(\boldsymbol{\vartheta}^{\lambda, n}, \boldsymbol{\omega}^{\lambda, n}, \boldsymbol{\gamma}^{\lambda, n}\right) & =g_{\lambda, n}\left(\boldsymbol{\vartheta}^{\lambda, n}, \boldsymbol{\omega}^{\lambda, n}, \boldsymbol{\gamma}^{\lambda, n}\right), \\ \left(\boldsymbol{\vartheta}^{\lambda, n}, \boldsymbol{\omega}^{\lambda, n}, \boldsymbol{\gamma}^{\lambda, n}\right)(0) & =\left(\left(\varphi_{0}, e_{i}\right),\left(\mu_{0}, e_{i}\right),\left(\sigma_{0}, e_{i}\right)\right),\end{cases}
$$

where $g_{\lambda, n}: \mathbb{R}^{3 n} \rightarrow \mathbb{R}^{3 n}$ is locally Lipschitz continuous and linearly bounded. Hence, by the Cauchy-Peano theorem (cf. Section 2.4.2), the system above admits a unique global solution

$$
\boldsymbol{\vartheta}^{\lambda, n}, \boldsymbol{\omega}^{\lambda, n}, \boldsymbol{\gamma}^{\lambda, n} \in C^{1}\left([0, T] ; \mathbb{R}^{n}\right),
$$

implying that

$$
\varphi_{\lambda, n}, \mu_{\lambda, n}, \sigma_{\lambda, n} \in C^{1}\left([0, T] ; \mathcal{W}_{n}\right)
$$

are the unique solutions to the approximated problem (4.16)-(4.20).

## Uniform Estimates

To justify the forthcoming passage to the limit, as $n \rightarrow \infty$ and $\lambda \rightarrow 0$, we show that the approximate solutions verify some energetic estimates which are uniform with respect to $\lambda$ and $n$, still keeping $\alpha$ and $\beta>0$ positive and fixed.

Testing (4.16) by $\mu_{\lambda, n}$, (4.17) by $-\partial_{t} \varphi_{\lambda, n}$, (4.18) by $\sigma_{\lambda, n}$, taking the sum and integrating over $(0, t)$, yields by symmetry of the kernel $J$, for every $t \in[0, T]$,

$$
\begin{aligned}
& \frac{\alpha}{2}\left\|\mu_{\lambda, n}(t)\right\|^{2}+\int_{Q_{t}}\left|\nabla \mu_{\lambda, n}\right|^{2}+\beta \int_{Q_{t}}\left|\partial_{t} \varphi_{\lambda, n}\right|^{2} \\
& \quad+\frac{1}{4} \int_{\Omega \times \Omega} J(\mathbf{x}-\mathbf{y})\left|\varphi_{\lambda, n}(\mathbf{x}, t)-\varphi_{\lambda, n}(\mathbf{y}, t)\right|^{2} \mathrm{~d} \mathbf{x} \mathrm{~d} \mathbf{y}+\int_{\Omega} F_{\lambda}\left(\varphi_{\lambda, n}(t)\right) \\
& \quad+\frac{1}{2}\left\|\sigma_{\lambda, n}(t)\right\|^{2}+\int_{Q_{t}}\left|\nabla \sigma_{\lambda, n}\right|^{2}+\int_{Q_{t}}\left(\mathcal{B}+C h\left(\varphi_{\lambda, n}\right)\right)\left|\sigma_{\lambda, n}\right|^{2} \\
&= \frac{\alpha}{2}\left\|\mathbb{P}_{n} \mu_{0}\right\|^{2}+\frac{1}{4} \int_{\Omega \times \Omega} J(\mathbf{x}-\mathbf{y})\left|\mathbb{P}_{n} \varphi_{0}(\mathbf{x})-\mathbb{P}_{n} \varphi_{0}(\mathbf{y})\right|^{2} \mathrm{~d} \mathbf{x} \mathrm{~d} \mathbf{y}+\int_{\Omega} F_{\lambda}\left(\mathbb{P}_{n} \varphi_{0}\right) \\
& \quad+\frac{1}{2}\left\|\mathbb{P}_{n} \sigma_{0}\right\|^{2}+\int_{Q_{t}}\left(\mathcal{P} \sigma_{\lambda, n}-\mathcal{A}\right) f\left(\varphi_{\lambda, n}\right) \mu_{\lambda, n}+\chi \int_{Q_{t}} \sigma_{\lambda, n} \partial_{t} \varphi_{\lambda, n} \\
& \quad+\mathcal{B} \int_{Q_{t}} \sigma_{S, n} \sigma_{\lambda, n}+\eta \int_{Q_{t}} \nabla \varphi_{\lambda, n} \cdot \nabla \sigma_{\lambda, n} .
\end{aligned}
$$

Now, note that by assumption B5 we have that

$$
\begin{align*}
& \frac{1}{4} \int_{\Omega \times \Omega} J(\mathbf{x}-\mathbf{y})\left|\varphi_{\lambda, n}(\mathbf{x}, t)-\varphi_{\lambda, n}(\mathbf{y}, t)\right|^{2} \mathrm{~d} \mathbf{x} \mathrm{~d} \mathbf{y} \\
& \quad=\frac{1}{2} \int_{\Omega}\left[a(\mathbf{x})\left|\varphi_{\lambda, n}\right|^{2}-\left(J * \varphi_{\lambda, n}\right) \varphi_{\lambda, n}\right](\mathbf{x}, t) \mathrm{d} \mathbf{x} \\
& \quad \geq \frac{a_{*}}{2}\left\|\varphi_{\lambda, n}(t)\right\|^{2}-\frac{1}{2}\left\|J * \varphi_{\lambda, n}(t)\right\|\left\|\varphi_{\lambda, n}(t)\right\| \\
& \quad \geq \frac{a_{*}-a^{*}}{2}\left\|\varphi_{\lambda, n}(t)\right\|^{2} \tag{4.21}
\end{align*}
$$

and similarly that

$$
\begin{aligned}
& \frac{1}{4} \int_{\Omega \times \Omega} J(\mathbf{x}-\mathbf{y})\left|\mathbb{P}_{n} \varphi_{0}(\mathbf{x})-\mathbb{P}_{n} \varphi_{0}(\mathbf{y})\right|^{2} \mathrm{~d} \mathbf{x} \mathrm{~d} \mathbf{y} \\
& \quad=\frac{1}{2} \int_{\Omega}\left[a\left|\mathbb{P}_{n} \varphi_{0}\right|^{2}-\left(J * \mathbb{P}_{n} \varphi_{0}\right) \mathbb{P}_{n} \varphi_{0}\right](\mathbf{x}) \mathrm{d} \mathbf{x} \\
& \quad \leq \frac{a^{*}+a^{*}}{2}\left\|\mathbb{P}_{n} \varphi_{0}\right\|^{2} \leq a^{*}\left\|\varphi_{0}\right\|^{2}
\end{aligned}
$$

Using that $F_{\lambda} \geq 0$, (4.21) along with the definition of $c_{a}$, recalling also that $f$ is nonnegative and bounded and that $\mathbb{P}_{n}$ is a contraction on $H$, owing to the Young inequality we infer that

$$
\begin{align*}
& \frac{\alpha}{2}\left\|\mu_{\lambda, n}(t)\right\|^{2}+\int_{Q_{t}}\left|\nabla \mu_{\lambda, n}\right|^{2}+\beta \int_{Q_{t}}\left|\partial_{t} \varphi_{\lambda, n}\right|^{2}+\frac{1}{2}\left\|\sigma_{\lambda, n}(t)\right\|^{2}+\int_{Q_{t}}\left|\nabla \sigma_{\lambda, n}\right|^{2} \\
& \leq \frac{\alpha}{2}\left\|\mu_{0}\right\|^{2}+a^{*}\left\|\varphi_{0}\right\|^{2}+\left\|F_{\lambda}\left(\mathbb{P}_{n} \varphi_{0}\right)\right\|_{L^{1}(\Omega)}+\frac{1}{2}\left\|\sigma_{0}\right\|^{2}+\frac{c_{a}}{2}\left\|\varphi_{\lambda, n}(t)\right\|^{2} \\
&+\int_{Q_{t}}\left(\mathcal{P} \sigma_{\lambda, n}-\mathcal{A}\right) f\left(\varphi_{\lambda, n}\right) \mu_{\lambda, n}+\frac{1}{4} \int_{Q_{t}}\left|\sigma_{\lambda, n}\right|^{2}+|Q| \mathcal{B}^{2}\left\|\sigma_{S, n}\right\|_{L^{\infty}(Q)}^{2} \\
& \quad+\chi \int_{Q_{t}} \sigma_{\lambda, n} \partial_{t} \varphi_{\lambda, n}+\eta \int_{Q_{t}} \nabla \varphi_{\lambda, n} \cdot \nabla \sigma_{\lambda, n} . \tag{4.22}
\end{align*}
$$

Here, we recall that $a^{*}-a_{*} \geq 0$ which entails that $c_{a}=\max \left\{a^{*}-a_{*}, 1\right\}>0$. Then, we test equation (4.16) by $4 c_{a}\left(\alpha \mu_{\lambda, n}+\varphi_{\lambda, n}\right)$ and (4.17) by $4 c_{a} \Delta \varphi_{\lambda, n}$, add the resulting equalities and integrate over $(0, t)$ and by parts, getting, thanks to assumption B5,

$$
\begin{aligned}
& 2 c_{a}\left\|\left(\alpha \mu_{\lambda, n}+\varphi_{\lambda, n}\right)(t)\right\|^{2}+4 c_{a} \alpha \int_{Q_{t}}\left|\nabla \mu_{\lambda, n}\right|^{2}+2 c_{a} \beta\left\|\nabla \varphi_{\lambda, n}(t)\right\|^{2} \\
&+4 c_{a} C_{0} \int_{Q_{t}}\left|\nabla \varphi_{\lambda, n}\right|^{2} \\
& \leq 2 c_{a}\left\|\mathbb{P}_{n}\left(\alpha \mu_{0}+\varphi_{0}\right)\right\|^{2}+2 c_{a} \beta\left\|\nabla \mathbb{P}_{n} \varphi_{0}\right\|^{2} \\
&+4 c_{a} \int_{Q_{t}}\left(\mathcal{P} \sigma_{\lambda, n}-\mathcal{A}\right) f\left(\varphi_{\lambda, n}\right)\left(\alpha \mu_{\lambda, n}+\varphi_{\lambda, n}\right) \\
&+4 c_{a} \chi \int_{Q_{t}} \nabla \sigma_{\lambda, n} \cdot \nabla \varphi_{\lambda, n}+8 c_{a} b^{*}\left\|\varphi_{\lambda, n}\right\|_{L^{2}\left(Q_{t}\right)}\left\|\nabla \varphi_{\lambda, n}\right\|_{L^{2}\left(Q_{t}\right)}
\end{aligned}
$$

from which we infer, thanks to the Young inequality and the boundedness of $f$, that

$$
\begin{align*}
& 2 c_{a}\left\|\left(\alpha \mu_{\lambda, n}+\varphi_{\lambda, n}\right)(t)\right\|^{2}+4 c_{a} \alpha \int_{Q_{t}}\left|\nabla \mu_{\lambda, n}\right|^{2}+2 c_{a} \beta\left\|\nabla \varphi_{\lambda, n}(t)\right\|^{2} \\
& \quad+2 c_{a} C_{0} \int_{Q_{t}}\left|\nabla \varphi_{\lambda, n}\right|^{2} \\
& \leq
\end{align*}
$$
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for a constant $C>0$, independent of $\lambda, n, \alpha$, and $\beta$. Summing (4.22) and (4.23), we infer that, possibly updating $C$,

$$
\begin{align*}
& \frac{\alpha}{2}\left\|\mu_{\lambda, n}(t)\right\|^{2}+\left(1+4 c_{a} \alpha\right) \int_{Q_{t}}\left|\nabla \mu_{\lambda, n}\right|^{2}+\beta \int_{Q_{t}}\left|\partial_{t} \varphi_{\lambda, n}\right|^{2} \\
& \quad+\frac{1}{2}\left\|\sigma_{\lambda, n}(t)\right\|^{2}+\int_{Q_{t}}\left|\nabla \sigma_{\lambda, n}\right|^{2}+2 c_{a}\left\|\left(\alpha \mu_{\lambda, n}+\varphi_{\lambda, n}\right)(t)\right\|^{2}+ \\
& \quad 2 c_{a} \beta\left\|\nabla \varphi_{\lambda, n}(t)\right\|^{2}+2 c_{a} C_{0} \int_{Q_{t}}\left|\nabla \varphi_{\lambda, n}\right|^{2} \\
& \leq \\
& \quad\left(\frac{\alpha}{2}+4 c_{a} \alpha^{2}\right)\left\|\mu_{0}\right\|^{2}+\left(a^{*}+4 c_{a}\right)\left\|\varphi_{0}\right\|^{2}+2 c_{a} \beta\left\|\nabla \varphi_{0}\right\|^{2}+\left\|F_{\lambda}\left(\mathbb{P}_{n} \varphi_{0}\right)\right\|_{L^{1}(\Omega)} \\
& \quad+\frac{1}{2}\left\|\sigma_{0}\right\|^{2}+\frac{c_{a}}{2}\left\|\varphi_{\lambda, n}(t)\right\|^{2}+\chi \int_{Q_{t}} \sigma_{\lambda, n} \partial_{t} \varphi_{\lambda, n}+\left(\eta+4 c_{a} \chi\right) \int_{Q_{t}} \nabla \sigma_{\lambda, n} \cdot \nabla \varphi_{\lambda, n} \\
& \quad+C\left(1+\int_{Q_{t}}\left|\alpha \mu_{\lambda, n}+\varphi_{\lambda, n}\right|^{2}+\int_{Q_{t}}\left|\varphi_{\lambda, n}\right|^{2}+\int_{Q_{t}}\left|\sigma_{\lambda, n}\right|^{2}\right)  \tag{4.24}\\
& \quad+\int_{Q_{t}}\left(\mathcal{P} \sigma_{\lambda, n}-\mathcal{A}\right) f\left(\varphi_{\lambda, n}\right) \mu_{\lambda, n} .
\end{align*}
$$

Note that

$$
\frac{c_{a}}{2}\left\|\varphi_{\lambda, n}(t)\right\|^{2} \leq c_{a}\left\|\left(\alpha \mu_{\lambda, n}+\varphi_{\lambda, n}\right)(t)\right\|^{2}+c_{a} \alpha^{2}\left\|\mu_{\lambda, n}(t)\right\|^{2}
$$

where the two terms on the right-hand side can be incorporated in the left-hand side of (4.24) as $2 c_{a}-c_{a}=c_{a}>0$ and $\frac{\alpha}{2}-c_{a} \alpha^{2} \geq \frac{\alpha}{4}$ since $\alpha \in\left(0, \alpha_{0}\right)$. Furthermore, using the Young inequality we have

$$
\begin{aligned}
& \chi \int_{Q_{t}} \sigma_{\lambda, n} \partial_{t} \varphi_{\lambda, n}+\left(\eta+4 c_{a} \chi\right) \int_{Q_{t}} \nabla \sigma_{\lambda, n} \cdot \nabla \varphi_{\lambda, n} \\
& \quad \leq \frac{\beta}{2} \int_{Q_{t}}\left|\partial_{t} \varphi_{\lambda, n}\right|^{2}+\frac{\chi^{2}}{2 \beta} \int_{Q_{t}}\left|\sigma_{\lambda, n}\right|^{2}+\frac{1}{2} \int_{Q_{t}}\left|\nabla \sigma_{\lambda, n}\right|^{2}+\frac{\left(\eta+4 c_{a} \chi\right)^{2}}{2} \int_{Q_{t}}\left|\nabla \varphi_{\lambda, n}\right|^{2} .
\end{aligned}
$$

Collecting the above estimates, we infer that

$$
\begin{align*}
& \frac{\alpha}{4}\left\|\mu_{\lambda, n}(t)\right\|^{2}+\left(1+4 c_{a} \alpha\right) \int_{Q_{t}}\left|\nabla \mu_{\lambda, n}\right|^{2}+\frac{\beta}{2} \int_{Q_{t}}\left|\partial_{t} \varphi_{\lambda, n}\right|^{2} \\
& \quad+\frac{1}{2}\left\|\sigma_{\lambda, n}(t)\right\|^{2}+\int_{Q_{t}}\left|\nabla \sigma_{\lambda, n}\right|^{2}+c_{a}\left\|\left(\alpha \mu_{\lambda, n}+\varphi_{\lambda, n}\right)(t)\right\|^{2} \\
& \quad+2 c_{a} \beta\left\|\nabla \varphi_{\lambda, n}(t)\right\|^{2}+2 c_{a} C_{0} \int_{Q_{t}}\left|\nabla \varphi_{\lambda, n}\right|^{2} \\
& \leq \frac{3}{2} \alpha\left\|\mu_{0}\right\|^{2}+\left(a^{*}+4 c_{a}\right)\left\|\varphi_{0}\right\|^{2}+2 c_{a} \beta\left\|\nabla \varphi_{0}\right\|^{2}+\left\|F_{\lambda}\left(\mathbb{P}_{n} \varphi_{0}\right)\right\|_{L^{1}(\Omega)} \\
& \quad+\frac{1}{2}\left\|\sigma_{0}\right\|^{2}+C\left(1+\int_{Q_{t}}\left|\alpha \mu_{\lambda, n}+\varphi_{\lambda, n}\right|^{2}+\int_{Q_{t}}\left|\varphi_{\lambda, n}\right|^{2}+\int_{Q_{t}}\left|\sigma_{\lambda, n}\right|^{2}\right) \\
& \quad+\frac{\chi^{2}}{2 \beta} \int_{Q_{t}}\left|\sigma_{\lambda, n}\right|^{2}+\frac{1}{2} \int_{Q_{t}}\left|\nabla \sigma_{\lambda, n}\right|^{2}+\frac{\left(\eta+4 c_{a} \chi\right)^{2}}{2} \int_{Q_{t}}\left|\nabla \varphi_{\lambda, n}\right|^{2} \\
& \quad+\int_{Q_{t}}\left(\mathcal{P} \sigma_{\lambda, n}-\mathcal{A}\right) f\left(\varphi_{\lambda, n}\right) \mu_{\lambda, n} . \tag{4.25}
\end{align*}
$$

Moreover, the last term on the right-hand side can be easily bounded owing to Young's inequality.

Then, we fix $\lambda>0$, and since $F_{\lambda}$ has at most quadratic growth (depending on $\lambda$ ) and $\varphi_{0} \in H$, we have that $\left\|F_{\lambda}\left(\mathbb{P}_{n} \varphi_{0}\right)\right\|_{L^{1}(\Omega)} \leq C_{\lambda}$ uniformly in $n \in \mathbb{N}$, for a certain $C_{\lambda}>0$ independent of $n$. Therefore, Gronwall's lemma yields that

$$
\begin{align*}
& \left\|\mu_{\lambda, n}\right\|_{L^{\infty}(0, T ; H) \cap L^{2}(0, T ; V)}^{2}+\left\|\varphi_{\lambda, n}\right\|_{H^{1}(0, T ; H) \cap L^{\infty}(0, T ; V)}^{2} \\
& \quad+\left\|\sigma_{\lambda, n}\right\|_{L^{\infty}(0, T ; H) \cap L^{2}(0, T ; V)}^{2} \leq C_{\lambda}, \tag{4.26}
\end{align*}
$$

where the constant $C_{\lambda}$ is independent of $n$ (but not of $\alpha$ and $\beta$ ). Furthermore, by comparison in equations (4.16) and (4.18), we in turn deduce that

$$
\begin{equation*}
\left\|\partial_{t}\left(\alpha \mu_{\lambda, n}+\varphi_{\lambda, n}\right)\right\|_{L^{2}\left(0, T ; V^{*}\right)}^{2}+\left\|\partial_{t} \mu_{\lambda, n}\right\|_{L^{2}\left(0, T ; V^{*}\right)}^{2}+\left\|\partial_{t} \sigma_{\lambda, n}\right\|_{L^{2}\left(0, T ; V^{*}\right)}^{2} \leq C_{\lambda} . \tag{4.27}
\end{equation*}
$$

## Passage to the Limit

We pass now to the limit, keeping $\alpha$ and $\beta$ fixed, first as $n \rightarrow \infty$ and then as $\lambda \rightarrow 0$. From the estimates (4.26)-4.27) and Lemma 2.4, we deduce that the exists a triplet $\left(\varphi_{\lambda}, \mu_{\lambda}, \sigma_{\lambda}\right)$, with

$$
\varphi_{\lambda} \in H^{1}(0, T ; H) \cap L^{\infty}(0, T ; V), \quad \mu_{\lambda}, \sigma_{\lambda} \in H^{1}\left(0, T ; V^{*}\right) \cap L^{2}(0, T ; V)
$$

such that, as $n \rightarrow \infty$,

$$
\begin{array}{cc}
\varphi_{\lambda, n} \rightarrow \varphi_{\lambda} \quad \text { weakly star in } H^{1}(0, T ; H) \cap L^{\infty}(0, T ; V), \\
& \text { and strongly in } C^{0}([0, T] ; H), \\
\mu_{\lambda, n} \rightarrow \mu_{\lambda} \quad \text { weakly in } H^{1}\left(0, T ; V^{*}\right) \cap L^{2}(0, T ; V), \\
& \text { and strongly in } C^{0}\left([0, T] ; V^{*}\right) \cap L^{2}(0, T ; H), \\
\sigma_{\lambda, n} \rightarrow \sigma_{\lambda} \quad \text { weakly in } H^{1}\left(0, T ; V^{*}\right) \cap L^{2}(0, T ; V), \\
& \text { and strongly in } C^{0}\left([0, T] ; V^{*}\right) \cap L^{2}(0, T ; H) .
\end{array}
$$
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Since $F_{\lambda}^{\prime}$ is Lipschitz continuous and $f$ is Lipschitz continuous and bounded, it is a standard matter to pass the limit in the approximated problem (4.16)-(4.20) as $n \rightarrow \infty$ to obtain, for every test function $v \in V$,

$$
\begin{align*}
& \left\langle\partial_{t}\left(\alpha \mu_{\lambda}+\varphi_{\lambda}\right), v\right\rangle+\int_{\Omega} \nabla \mu_{\lambda} \cdot \nabla v=\int_{\Omega}\left(\mathcal{P} \sigma_{\lambda}-\mathcal{A}\right) f\left(\varphi_{\lambda}\right) v,  \tag{4.28}\\
& \mu_{\lambda}=\beta \partial_{t} \varphi_{\lambda}+a \varphi_{\lambda}-J * \varphi_{\lambda}+F_{\lambda}^{\prime}\left(\varphi_{\lambda}\right)-\chi \sigma_{\lambda}  \tag{4.29}\\
& \left\langle\partial_{t} \sigma_{\lambda}, v\right\rangle+\int_{\Omega} \nabla \sigma_{\lambda} \cdot \nabla v+\int_{\Omega}\left[\mathcal{B}\left(\sigma_{\lambda}-\sigma_{S}\right)+\mathcal{C} \sigma_{\lambda} f\left(\varphi_{\lambda}\right)\right] v=\eta \int_{\Omega} \nabla \varphi_{\lambda} \cdot \nabla v, \tag{4.30}
\end{align*}
$$

almost everywhere in $(0, T)$, and

$$
\begin{equation*}
\mu_{\lambda}(0)=\mu_{0}, \quad \varphi_{\lambda}(0)=\varphi_{0}, \quad \sigma_{\lambda}(0)=\sigma_{0} \quad \text { a.e. in } \Omega \tag{4.31}
\end{equation*}
$$

meaning that the triplet $\left(\varphi_{\lambda}, \mu_{\lambda}, \sigma_{\lambda}\right)$ satisfies the analogous of conditions (4.11)-(4.13) at level $\lambda$.

Clearly, by weak lower semicontinuity of the norms and the convex integrands, passing to the inferior limit as $n \rightarrow \infty$ in the estimates (4.26) and (4.27), and recalling that $F_{\lambda} \leq F$, we infer that there exists $C>0$, independent of $\lambda$ (but not of $\alpha$ and $\beta$ ), such that

$$
\begin{align*}
& \left\|\mu_{\lambda}\right\|_{H^{1}\left(0, T ; V^{*}\right) \cap L^{2}(0, T ; V)}+\left\|\varphi_{\lambda}\right\|_{H^{1}(0, T ; H) \cap L^{\infty}(0, T ; V)} \\
& \quad+\left\|\sigma_{\lambda}\right\|_{H^{1}\left(0, T ; V^{*}\right) \cap L^{2}(0, T ; V)} \leq C . \tag{4.32}
\end{align*}
$$

Furthermore, estimate (4.32) readily implies, by comparison in equation (4.29), that

$$
\begin{equation*}
\left\|F_{1, \lambda}^{\prime}\left(\varphi_{\lambda}\right)\right\|_{L^{2}(0, T ; H)} \leq C . \tag{4.33}
\end{equation*}
$$

Hence, there exists a quadruplet $(\varphi, \mu, \sigma, \xi)$, with

$$
\begin{aligned}
\varphi \in H^{1}(0, T ; H) \cap L^{\infty}(0, T ; V), \quad \xi \in L^{2}(0, T ; H), \\
\mu, \sigma \in H^{1}\left(0, T ; V^{*}\right) \cap L^{2}(0, T ; V),
\end{aligned}
$$

such that, as $\lambda \rightarrow 0$,

$$
\begin{array}{ll}
\varphi_{\lambda} \rightarrow \varphi \quad \text { weakly star in } H^{1}(0, T ; H) \cap L^{\infty}(0, T ; V), \\
& \text { and strongly in } C^{0}([0, T] ; H), \\
\mu_{\lambda} \rightarrow \mu \quad \text { weakly in } H^{1}\left(0, T ; V^{*}\right) \cap L^{2}(0, T ; V), \\
& \text { and strongly in } C^{0}\left([0, T] ; V^{*}\right) \cap L^{2}(0, T ; H), \\
\sigma_{\lambda} \rightarrow \sigma \quad \text { weakly in } H^{1}\left(0, T ; V^{*}\right) \cap L^{2}(0, T ; V), \\
& \text { and strongly in } C^{0}\left([0, T] ; V^{*}\right) \cap L^{2}(0, T ; H), \\
F_{1, \lambda}^{\prime}\left(\varphi_{\lambda}\right) \rightarrow \xi \quad \text { weakly in } L^{2}(0, T ; H) .
\end{array}
$$

The strong weak closure of the maximal monotone operator $\partial F_{1}$ implies that $\xi \in$ $\partial F_{1}(\varphi)$ almost everywhere in $Q$. Moreover, by the Lipschitz continuity of $F_{2}^{\prime}$ and $f$, and the boundedness of $f$, we have that

$$
\begin{aligned}
f\left(\varphi_{\lambda}\right) & \rightarrow f(\varphi) \quad \text { strongly in } L^{p}(Q) \quad \forall p \geq 1, \\
F_{2}^{\prime}\left(\varphi_{\lambda}\right) & \rightarrow F_{2}^{\prime}(\varphi) \quad \text { strongly in } L^{2}(0, T ; H) .
\end{aligned}
$$

Consequently, letting $\lambda \rightarrow 0$ in the variational formulation of (4.28)-(4.31), we obtain exactly (4.11)-(4.13) completing the proof concerning the existence of weak solutions in Theorem 4.1 .

## Comparison Principle for $\boldsymbol{\sigma}$

We prove here the last assertion of Theorem 4.1, concerning a comparison principle for $\sigma$ under the additional requirement $\eta=0$. Testing equation (4.13) by $f_{+}(\sigma):=$ $(\sigma-1)_{+}$, we have

$$
\frac{1}{2}\left\|f_{+}(\sigma(t))\right\|^{2}+\int_{Q_{t}} f_{+}^{\prime}(\sigma)|\nabla \sigma|^{2}+\mathcal{B} \int_{Q_{t}} f_{+}(\sigma)\left(\sigma-\sigma_{S}\right)+\mathcal{C} \int_{Q_{t}} f_{+}(\sigma) \sigma f(\varphi)=0
$$

where we have used the fact that $f_{+}\left(\sigma_{0}\right)=0$, being $(\cdot)_{+}$the positive part function defined by

$$
(s)_{+}:=\max \{0, s\}, \quad s \in \mathbb{R}
$$

Since $f_{+}$is non-decreasing and $f$ is non-negative, we infer that the second and fourth terms on the left-hand side are non-negative so that

$$
\begin{equation*}
\frac{1}{2}\left\|f_{+}(\sigma(t))\right\|^{2}+\mathcal{B} \int_{Q_{t}} f_{+}(\sigma)\left(\sigma-\sigma_{S}\right) \leq 0 \tag{4.34}
\end{equation*}
$$

Moreover, since $\sigma_{S} \leq 1$ by assumption B3, we have that

$$
\mathcal{B} \int_{Q_{t}} f_{+}(\sigma)\left(\sigma-\sigma_{S}\right)=\mathcal{B} \int_{Q_{t} \cap\{\sigma>1\}}(\sigma-1)\left(\sigma-\sigma_{S}\right) \geq 0
$$

Therefore, coming back to (4.34), we realise that $f_{+}(\sigma(t))=0$ which gives us the upper bound $\sigma(t) \leq 1$ a.e in $\Omega$, for every $t \in[0, T]$, as desired. The lower inequality follows by a similar argument testing by $f_{-}(\sigma):=-(\sigma)_{-}$, where

$$
(s)_{-}:=\max \{0,-s\}, \quad s \in \mathbb{R} .
$$

The second result concerns the continuous dependence of the data for weak solutions. This result applies again to any choice of the potential $F$, but we are forced (so far) to restrict ourselves to the case without active transport (i.e., $\eta=0$ ). As a consequence of the following result, we infer the uniqueness of the weak solution obtained in Theorem 4.1 under the only additional requirement that $\eta=0$.
Theorem 4.2 (Continuous dependence: $\alpha, \beta>0$ ). Assume B1-B5, and let $\eta=0$, $\alpha \in\left(0, \alpha_{0}\right)$ and $\beta \in\left(0, \beta_{0}\right)$. Then there exists a constant $K>0$ independent of $\beta$ such that, for any pair of initial data $\left\{\left(\varphi_{0}^{i}, \mu_{0}^{i}, \sigma_{0}^{i}\right)\right\}_{i}, i=1,2$, satisfying (4.7) and (4.14), and for any respective solutions $\left\{\left(\varphi_{i}, \mu_{i}, \sigma_{i}, \xi_{i}\right)\right\}_{i}, i=1,2$, obtained from Theorem 4.1 it holds that

$$
\begin{align*}
& \left\|\left(\alpha \mu_{1}+\varphi_{1}\right)-\left(\alpha \mu_{2}+\varphi_{2}\right)\right\|_{L^{\infty}\left(0, T ; V^{*}\right)}+\left\|\mu_{1}-\mu_{2}\right\|_{L^{2}(0, T ; H)} \\
& \quad+\beta^{1 / 2}\left\|\varphi_{1}-\varphi_{2}\right\|_{C^{0}([0, T] ; H)}+\left\|\varphi_{1}-\varphi_{2}\right\|_{L^{2}(0, T ; H)}+\left\|\sigma_{1}-\sigma_{2}\right\|_{C^{0}([0, T] ; H) \cap L^{2}(0, T ; V)} \\
& \quad \leq K\left(\left\|\left(\alpha \mu_{0}^{1}+\varphi_{0}^{1}\right)-\left(\alpha \mu_{0}^{2}+\varphi_{0}^{2}\right)\right\|_{V^{*}}+\beta^{1 / 2}\left\|\varphi_{0}^{1}-\varphi_{0}^{2}\right\|+\left\|\sigma_{0}^{1}-\sigma_{0}^{2}\right\|\right) \tag{4.35}
\end{align*}
$$
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Proof of Theorem 4.2 To begin with, we set

$$
\begin{aligned}
\varphi:=\varphi_{1}-\varphi_{2}, \quad \mu:=\mu_{1}-\mu_{2}, \quad \sigma:=\sigma_{1}-\sigma_{2}, \quad \xi:=\xi_{1}-\xi_{2}, \\
\varphi_{0}:=\varphi_{0}^{1}-\varphi_{0}^{2}, \quad \mu_{0}:=\mu_{0}^{1}-\mu_{0}^{2}, \quad \sigma_{0}:=\sigma_{0}^{1}-\sigma_{0}^{2} .
\end{aligned}
$$

Then, we consider the difference of system (4.1)-(4.5) written for the two solutions to obtain

$$
\begin{array}{lll}
\alpha \partial_{t} \mu+\partial_{t} \varphi-\Delta \mu=\mathcal{P} \sigma f\left(\varphi_{1}\right)+\left(\mathcal{P} \sigma_{2}-\mathcal{A}\right)\left(f\left(\varphi_{1}\right)-f\left(\varphi_{2}\right)\right) & \text { in } Q, & \text { (4.36) } \\
\mu=\beta \partial_{t} \varphi+a \varphi-J * \varphi+\xi+F_{2}^{\prime}\left(\varphi_{1}\right)-F_{2}^{\prime}\left(\varphi_{2}\right)-\chi \sigma & \text { in } Q, & \text { (4.37) } \\
\partial_{t} \sigma-\Delta \sigma+\mathcal{B} \sigma+\mathcal{C} \sigma f\left(\varphi_{1}\right)=\mathcal{C} \sigma_{2}\left(f\left(\varphi_{2}\right)-f\left(\varphi_{1}\right)\right)-\eta \Delta \varphi & \text { in } Q, & \text { (4.38) } \\
\partial_{\mathbf{n}} \mu=\eta \partial_{\mathbf{n}} \varphi-\partial_{\mathbf{n}} \sigma=0 & \text { on } \Sigma, & \text { (4.39) } \\
\mu(0)=\mu_{0}, \quad \varphi(0)=\varphi_{0}, \quad \sigma(0)=\sigma_{0} & \text { in } \Omega . & \text { (4.40) } \tag{4.40}
\end{array}
$$

Next, we test the equation (4.36) by $\mathcal{R}^{-1}(\alpha \mu+\varphi)$, (4.37) by $-\varphi,(4.38)$ by $\sigma$, and take the sum to get, after integration on $[0, t]$,

$$
\begin{align*}
& \frac{1}{2}\|(\alpha \mu+\varphi)(t)\|_{V^{*}}^{2}+\alpha \int_{Q_{t}}|\mu|^{2}+\frac{\beta}{2}\|\varphi(t)\|^{2}+\int_{Q_{t}}\left[a|\varphi|^{2}+\xi \varphi+\left(F_{2}^{\prime}\left(\varphi_{1}\right)-F_{2}^{\prime}\left(\varphi_{2}\right)\right) \varphi\right] \\
&+\frac{1}{2}\|\sigma(t)\|^{2}+\int_{Q_{t}}|\nabla \sigma|^{2}+\int_{Q_{t}}\left(\mathcal{B}+\mathcal{C} f\left(\varphi_{1}\right)\right)|\sigma|^{2} \\
&= \frac{1}{2}\left\|\alpha \mu_{0}+\varphi_{0}\right\|_{V^{*}}^{2}+\frac{\beta}{2}\left\|\varphi_{0}\right\|^{2}+\frac{1}{2}\left\|\sigma_{0}\right\|^{2} \\
&+\int_{Q_{t}}(\chi \sigma+J * \varphi) \varphi+\int_{Q_{t}}\left[\mathcal{C} \sigma_{2}\left(f\left(\varphi_{2}\right)-f\left(\varphi_{1}\right)\right)\right] \sigma \\
&+\int_{Q_{t}}\left[\mu+\mathcal{P} \sigma f\left(\varphi_{1}\right)+\left(\mathcal{P} \sigma_{2}-\mathcal{A}\right)\left(f\left(\varphi_{1}\right)-f\left(\varphi_{2}\right)\right)\right] \mathcal{R}^{-1}(\alpha \mu+\varphi) \\
&+\eta \int_{Q_{t}} \nabla \varphi \cdot \nabla \sigma . \tag{4.41}
\end{align*}
$$

Note that the last term on the left-hand side is non-negative due to the non-negativity of $f$. Hence, using the monotonicity of $\partial F_{1}$ and recalling assumption B5, we have

$$
\int_{Q_{t}}\left[a|\varphi|^{2}+\xi \varphi+\left(F_{2}^{\prime}\left(\varphi_{1}\right)-F_{2}^{\prime}\left(\varphi_{2}\right)\right) \varphi\right]+\int_{Q_{t}}\left(\mathcal{B}+\mathcal{C} f\left(\varphi_{1}\right)\right)|\sigma|^{2} \geq C_{0} \int_{Q_{t}}|\varphi|^{2} .
$$

Moreover, under the assumption $\eta=0$, we have, owing to the comparison principle (4.15) that $\sigma_{2} \in L^{\infty}(Q)$ with $\left\|\sigma_{2}\right\|_{L^{\infty}(Q)} \leq 1$ and that the last term on the right-hand side of (4.41) disappears. Let us estimate the remaining terms on the right-hand side. First of all, recalling that $K_{0}$ denotes the norm of the inclusion $H \subset V^{*}$, by the Young
inequality we have that, for every $\delta_{1}, \delta_{2}>0$,

$$
\begin{aligned}
\int_{Q_{t}} & {\left[\mu+P \sigma f\left(\varphi_{1}\right)+\left(P \sigma_{2}-A\right)\left(f\left(\varphi_{1}\right)-f\left(\varphi_{2}\right)\right)\right] \mathcal{R}^{-1}(\alpha \mu+\varphi) } \\
\leq & \delta_{1} \alpha \int_{Q_{t}}|\mu|^{2}+\delta_{2} \int_{Q_{t}}|\varphi|^{2}+\frac{P^{2}\|f\|_{L^{\infty}(\mathbb{R})}^{2}}{2} \int_{Q_{t}}|\sigma|^{2} \\
& +K_{0}^{2}\left(\frac{1}{4 \delta_{1} \alpha}+\frac{1}{2}+\frac{(P+A)^{2}\left\|f^{\prime}\right\|_{L^{\infty}(\mathbb{R})}^{2}}{4 \delta_{2}}\right) \int_{0}^{t}\|(\alpha \mu+\varphi)(s)\|_{V^{*}}^{2} \mathrm{ds} .
\end{aligned}
$$

Secondly, analogous computations yield

$$
\begin{aligned}
& \chi \int_{Q_{t}} \sigma \varphi+\int_{Q_{t}}\left[C \sigma_{2}\left(f\left(\varphi_{2}\right)-f\left(\varphi_{1}\right)\right)\right] \sigma \\
& \quad \leq \delta_{2} \int_{Q_{t}}|\varphi|^{2}+\frac{\chi^{2}+C^{2}\left\|f^{\prime}\right\|_{L^{\infty}(\mathbb{R})}^{2}}{2 \delta_{2}} \int_{Q_{t}}|\sigma|^{2} .
\end{aligned}
$$

Finally, we have that

$$
\begin{aligned}
\int_{Q_{t}}(J * \varphi) \varphi \leq & \int_{0}^{t}\|J * \varphi(s)\|_{V}\|\varphi(s)\|_{V^{*}} \mathrm{ds} \\
\leq & \left(a^{*}+b^{*}\right) \int_{0}^{t}\|\varphi(s)\|\|\varphi(s)\|_{V^{*}} \mathrm{ds} \\
\leq & \delta_{2} \int_{Q_{t}}|\varphi|^{2}+\frac{\left(a^{*}+b^{*}\right)^{2}}{4 \delta_{2}} \int_{0}^{t}\|\varphi(s)\|_{V^{*}}^{2} \mathrm{ds} \\
\leq & \delta_{2} \int_{Q_{t}}|\varphi|^{2}+\frac{\left(a^{*}+b^{*}\right)^{2}}{2 \delta_{2}} \int_{0}^{t}\|(\alpha \mu+\varphi)(s)\|_{V^{*}}^{2} \mathrm{ds} \\
& +\frac{\alpha\left(a^{*}+b^{*}\right)^{2} K_{0}^{2}}{2 \delta_{2}}\left(\alpha \int_{Q_{t}}|\mu|^{2}\right) .
\end{aligned}
$$

Rearranging the terms we deduce that

$$
\begin{aligned}
& \frac{1}{2}\|(\alpha \mu+\varphi)(t)\|_{V^{*}}^{2}+\alpha \int_{Q_{t}}|\mu|^{2}+\frac{\beta}{2}\|\varphi(t)\|^{2}+C_{0} \int_{Q_{t}}|\varphi|^{2} \\
& \quad+\frac{1}{2}\|\sigma(t)\|^{2}+\int_{Q_{t}}|\nabla \sigma|^{2} \\
& \quad \leq \frac{1}{2}\left\|\alpha \mu_{0}+\varphi_{0}\right\|_{V^{*}}^{2}+\frac{\beta}{2}\left\|\varphi_{0}\right\|^{2}+\frac{1}{2}\left\|\sigma_{0}\right\|^{2} \\
& \quad+C\left(\delta_{1}, \delta_{2}, \alpha\right) \int_{0}^{t}\left(\|\sigma(s)\|^{2}+\|(\alpha \mu+\varphi)(s)\|_{V^{*}}^{2}\right) \mathrm{ds} \\
& \quad+\left(\delta_{1}+\frac{\alpha\left(a^{*}+b^{*}\right)^{2} K_{0}^{2}}{2 \delta_{2}}\right) \alpha \int_{Q_{t}}|\mu|^{2}+3 \delta_{2} \int_{Q_{t}}|\varphi|^{2}
\end{aligned}
$$
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for some positive constant $C\left(\delta_{1}, \delta_{2}, \alpha\right)$ depending on the data of the problem and $\alpha$, but independent of $\beta$. Now, it clear that the last two terms on the right-hand side can be incorporated in the corresponding ones on the left provided to choose and fix $\delta_{1}, \delta_{2}>0$ such that

$$
\delta_{1}+\frac{\alpha\left(a^{*}+b^{*}\right)^{2} K_{0}^{2}}{2 \delta_{2}}<1, \quad 3 \delta_{2}<C_{0} .
$$

An elementary computation shows that this is possible if and only if

$$
\frac{\alpha\left(a^{*}+b^{*}\right)^{2} K_{0}^{2}}{2}<\frac{C_{0}}{3}
$$

which is indeed guaranteed since $\alpha<\alpha_{0}$ and by the smallness assumption on $\alpha_{0}$. The thesis then follows by the Gronwall lemma.

### 4.2 Strong Well-posedness

We then aim at investigating regularity properties of the solutions, and prove existence of strong solutions as well as the separation result from the potential barriers.

Theorem 4.3 (Regularity: $\alpha, \beta>0)$. Assume B1-B5, let $\alpha \in\left(0, \alpha_{0}\right)$ and $\beta \in\left(0, \beta_{0}\right)$. Moreover, let the triplet of initial data $\left(\varphi_{0}, \mu_{0}, \sigma_{0}\right)$ satisfy (4.7) and also

$$
\begin{equation*}
\exists \xi_{0} \in H: \xi_{0} \in \partial F_{1}\left(\varphi_{0}\right) \text { a.e. in } \Omega, \quad \mu_{0}, \sigma_{0} \in V, \tag{4.42}
\end{equation*}
$$

and suppose that $t=0$ is a Lebesgue point for $\sigma_{S}$ with

$$
\begin{equation*}
\sigma_{S}(0) \in H \tag{4.43}
\end{equation*}
$$

Then, the solution $(\varphi, \mu, \sigma, \xi)$ to (4.8)-(4.13) given by Theorem 4.1 satisfies

$$
\begin{align*}
\varphi & \in W^{1, \infty}(0, T ; H) \cap L^{\infty}(0, T ; V)  \tag{4.44}\\
\mu, \sigma-\eta \varphi & \in H^{1}(0, T ; H) \cap L^{\infty}(0, T ; V) \cap L^{2}(0, T ; W),  \tag{4.45}\\
\sigma & \in H^{1}(0, T ; H) \cap L^{\infty}(0, T ; V) . \tag{4.46}
\end{align*}
$$

Proof of Theorem 4.3 To begin with, we improve the regularity of $\varphi$ and $\sigma$ by showing that the approximate solutions $\left(\varphi_{\lambda}, \mu_{\lambda}, \sigma_{\lambda}\right)$ to the system (4.28)-(4.31) satisfy further estimates uniformly in $\lambda$. We proceed formally, to avoid a further regularisation on the system based on time discretisations. First, we analyse the system (4.28)-(4.31) at the initial time $t=0$ and let us claim that there exists a unique pair $\left(\partial_{t} \varphi_{\lambda}(0), \partial_{t} \mu_{\lambda}(0), \partial_{t} \sigma_{\lambda}(0)\right) \in H \times V^{*} \times V^{*}$ such that, in $\Omega$,

$$
\left\{\begin{array}{l}
\alpha \partial_{t} \mu_{\lambda}(0)+\partial_{t} \varphi_{\lambda}(0)-\Delta \mu_{0}=\left(\mathcal{P} \sigma_{0}-\mathcal{A}\right) f\left(\varphi_{0}\right) \\
\mu_{0}=\beta \partial_{t} \varphi_{\lambda}(0)+a \varphi_{0}-J * \varphi_{0}+F_{\lambda}^{\prime}\left(\varphi_{0}\right)-\chi \sigma_{0} \\
\partial_{t} \sigma_{\lambda}(0)-\Delta \sigma_{0}+\mathcal{B}\left(\sigma_{0}-\sigma_{S}(0)\right)+\mathcal{C} \sigma_{0} f\left(\varphi_{0}\right)=-\eta \Delta \varphi_{0}
\end{array}\right.
$$

Indeed, the existence and uniqueness of $\partial_{t} \sigma_{\lambda}(0)$ is given by the third equation and the assumptions (4.7), (4.42) and (4.43). It follows directly then from the second equation the unique definition for $\partial_{t} \varphi_{\lambda}(0)$, and finally from the first equation the one of
$\partial_{t} \mu_{\lambda}(0)$. Furthermore, from the second equation and assumption (4.42) it follows that $\left\{\partial_{t} \varphi_{\lambda}(0)\right\}_{\lambda}$ is uniformly bounded in $H$, which in turn yields that $\left\{\partial_{t} \mu_{\lambda}(0)\right\}_{\lambda}$ is uniformly bounded in $V^{*}$.

Bearing this in mind, we test (4.28) by $\partial_{t} \mu_{\lambda}$, the time derivative of (4.29) by $-\partial_{t} \varphi_{\lambda}$, (4.30) by $\partial_{t}\left(\sigma_{\lambda}-\eta \varphi_{\lambda}\right)$, and take the sum: after integrating in time we obtain

$$
\begin{align*}
& \alpha \int_{Q_{t}}\left|\partial_{t} \mu_{\lambda}\right|^{2}+\frac{1}{2}\left\|\nabla \mu_{\lambda}(t)\right\|^{2}+\frac{\beta}{2}\left\|\partial_{t} \varphi_{\lambda}(t)\right\|^{2}+\int_{Q_{t}}\left(a+F_{\lambda}^{\prime \prime}\left(\varphi_{\lambda}\right)\right)\left|\partial_{t} \varphi_{\lambda}\right|^{2} \\
&+\int_{Q_{t}}\left|\partial_{t} \sigma_{\lambda}\right|^{2}+\frac{1}{2}\left\|\nabla\left(\sigma_{\lambda}-\eta \varphi_{\lambda}\right)(t)\right\|^{2} \\
&= \frac{1}{2}\left\|\nabla \mu_{0}\right\|^{2}+\frac{\beta}{2}\left\|\partial_{t} \varphi_{\lambda}(0)\right\|^{2}+\frac{1}{2}\left\|\nabla\left(\sigma_{0}-\eta \varphi_{0}\right)\right\|^{2}+\int_{Q_{t}}\left(\mathcal{P} \sigma_{\lambda}-\mathcal{A}\right) f\left(\varphi_{\lambda}\right) \partial_{t} \mu_{\lambda} \\
&+\int_{Q_{t}}\left(J *\left(\partial_{t} \varphi_{\lambda}\right)+(\eta+\chi) \partial_{t} \sigma_{\lambda}\right) \partial_{t} \varphi_{\lambda} \\
&+\int_{Q_{t}}\left(\mathcal{B}\left(\sigma_{S}-\sigma_{\lambda}\right)-C f\left(\varphi_{\lambda}\right) \sigma_{\lambda}\right)\left(\partial_{t} \sigma_{\lambda}-\eta \partial_{t} \varphi_{\lambda}\right) \tag{4.47}
\end{align*}
$$

Now, the second term on the right-hand side is uniformly bounded in $\lambda$ thanks to the remarks above, and so is the first one by assumption. Hence, recalling again B5, we infer that

$$
\begin{aligned}
& \alpha \int_{Q_{t}}\left|\partial_{t} \mu_{\lambda}\right|^{2}+\frac{1}{2}\left\|\nabla \mu_{\lambda}(t)\right\|^{2}+\frac{\beta}{2}\left\|\partial_{t} \varphi_{\lambda}(t)\right\|^{2}+C_{0} \int_{Q_{t}}\left|\partial_{t} \varphi\right|^{2} \\
& \quad+\int_{Q_{t}}\left|\partial_{t} \sigma_{\lambda}\right|^{2}+\frac{1}{2}\left\|\nabla\left(\sigma_{\lambda}-\eta \varphi_{\lambda}\right)(t)\right\|^{2} \\
& \quad \leq C+\frac{\alpha}{2} \int_{Q_{t}}\left|\partial_{t} \mu_{\lambda}\right|^{2}+\frac{1}{2 \alpha} \int_{Q_{t}}\left|\left(\mathcal{P} \sigma_{\lambda}-\mathcal{A}\right) f(\varphi)\right|^{2}+\frac{1}{2} \int_{Q_{t}}\left|\partial_{t} \sigma_{\lambda}\right|^{2} \\
& \quad+\left(a^{*}+(\eta+\chi)^{2}+\frac{\eta^{2}}{2}\right) \int_{Q_{t}}\left|\partial_{t} \varphi_{\lambda}\right|^{2}+\frac{3}{2} \int_{Q_{t}}\left|\mathcal{B}\left(\sigma_{S}-\sigma_{\lambda}\right)-C f\left(\varphi_{\lambda}\right) \sigma_{\lambda}\right|^{2} .
\end{aligned}
$$

Taking the estimate (4.32) into account and using the boundedness of $f$ and $\sigma_{S}$ we infer that

$$
\begin{aligned}
& \left\|\varphi_{\lambda}\right\|_{W^{1, \infty}(0, T ; H)}^{2}+\left\|\mu_{\lambda}\right\|_{H^{1}(0, T ; H) \cap L^{\infty}(0, T ; V)}^{2}+\left\|\sigma_{\lambda}\right\|_{H^{1}(0, T ; H)}^{2} \\
& \quad+\left\|\sigma_{\lambda}-\eta \varphi_{\lambda}\right\|_{L^{\infty}(0, T ; V)}^{2} \leq C
\end{aligned}
$$

for some $C>0$ independent of $\lambda$. As we already know that $\left\{\varphi_{\lambda}\right\}_{\lambda}$ is uniformly bounded in $L^{\infty}(0, T ; V)$ by (4.32), it is now a standard matter to pass to the limit as $\lambda \rightarrow 0$. Recalling then (4.8)-(4.9) and using a comparison argument for the linear combination $\sigma-\eta \varphi$, we have

$$
\begin{aligned}
\varphi & \in W^{1, \infty}(0, T ; H) \cap L^{\infty}(0, T ; V), \\
\mu, \sigma-\eta \varphi & \in H^{1}(0, T ; H) \cap L^{\infty}(0, T ; V), \\
\sigma & \in H^{1}(0, T ; H) \cap L^{2}(0, T ; V) .
\end{aligned}
$$
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Moreover, note that (4.1) and (4.3) can be rewritten as

$$
\begin{align*}
\alpha \partial_{t} \mu-\Delta \mu & =f_{\mu}:=(\mathcal{P} \sigma-\mathcal{A}) f(\varphi)-\partial_{t} \varphi & & \text { in } Q,  \tag{4.48}\\
\partial_{t}(\sigma-\eta \varphi)-\Delta(\sigma-\eta \varphi) & =f_{\sigma}:=-\mathcal{B}\left(\sigma-\sigma_{S}\right)-\mathcal{C} \sigma f(\varphi)-\eta \partial_{t} \varphi & & \text { in } Q, \tag{4.49}
\end{align*}
$$

endowed with homogeneus Neumann boundary conditions and initial data $\mu_{0}, \sigma_{0}-$ $\eta \varphi_{0} \in V$. Since the forcing terms satisfy $f_{\mu}, f_{\sigma} \in L^{2}(0, T ; H)$, the classical parabolic regularity theory yields

$$
\mu, \sigma-\eta \varphi \in L^{2}(0, T ; W)
$$

completing the proof of Theorem 4.3 .
Our next result is concerned with the separation property, magnitude regularity, and existence of strong solutions. In this direction, we postulate the following assumptions for $F$ and $J$.

B6 Setting $(-\ell, \ell):=\operatorname{Int} D\left(\partial F_{1}\right)$, with $\ell \in[0,+\infty]$, we assume that

$$
F \in C^{4}(-\ell, \ell), \quad \lim _{s \rightarrow( \pm \ell)^{\mp}}\left[F^{\prime}(s)-\chi \eta s\right]= \pm \infty .
$$

It is worth pointing out that B6 excludes potentials $F$ of double-obstacle type as in (1.9). Nevertheless, the logarithmic potential (1.8) and any polynomial super-quadratic potential as (1.7) is allowed.

As for the kernel, a natural requirement from the analytical point of view is to require

$$
\begin{equation*}
J \in W^{2,1}\left(\mathcal{B}_{R}\right), \quad \text { where } \mathcal{B}_{R}:=\left\{\mathbf{x} \in \mathbb{R}^{d}:|\mathbf{x}|<R:=\operatorname{diam}(\Omega)\right\}, \quad R>0 \tag{4.50}
\end{equation*}
$$

However, this condition prevents some relevant cases of kernels such as the Newtonian or the Bessel potential from being considered if $d=3$. Following the ideas of [75, 86] (see also [14, Def. 1]), it is possible to cover also these situations by replacing the above condition by assuming that $J$ is admissible in the following sense.

Definition 4.4. A convolution kernel $J \in W_{\mathrm{loc}}^{1,1}\left(\mathbb{R}^{d}\right)$ is admissible if it satisfies:

- $J \in C^{3}\left(\mathbb{R}^{d} \backslash\{0\}\right)$.
- J is radially symmetric, i.e., $J(\cdot)=\widetilde{J}(|\cdot|)$ for a non-increasing $\widetilde{J}: \mathbb{R}_{+} \rightarrow \mathbb{R}$.
- There exists $R_{0}>0$ such that $s \mapsto \widetilde{J^{\prime \prime}}(s)$ and $s \mapsto \widetilde{J^{\prime}}(s) / s$ are monotone on $\left(0, R_{0}\right)$.
- There exists $C_{d}>0$ such that $\left|D^{3} J(\mathbf{x})\right| \leq C_{d}|\mathbf{x}|^{-d-1}$ for every $\mathbf{x} \in \mathbb{R}^{d} \backslash\{0\}$.

Let us point out that the above definition ensures the kernel $J$ to be radially symmetric and non-repulsive and, moreover, both the Newtonian and Bessel potentials do verify the above conditions for $d \in\{2,3\}$. Thus, we require:

B7 $J$ satisfies (4.50) or it is admissible in the sense of Definition 4.4

Theorem 4.5 (Existence of strong solutions, separation property: $\alpha, \beta>0$ ). Assume conditions B1-B7, and let $\alpha \in\left(0, \alpha_{0}\right)$ and $\beta \in\left(0, \beta_{0}\right)$. Let the initial data $\left(\varphi_{0}, \mu_{0}, \sigma_{0}\right)$ satisfy (4.7), (4.42), and also

$$
\begin{equation*}
\varphi_{0} \in H^{2}(\Omega), \quad \mu_{0}, \sigma_{0} \in L^{\infty}(\Omega), \quad \exists s_{0} \in(0, \ell):\left\|\varphi_{0}\right\|_{L^{\infty}(\Omega)} \leq s_{0} \tag{4.51}
\end{equation*}
$$

Then, the solution $(\varphi, \mu, \sigma, \xi)$ to (4.8)-(4.13) given by Theorems 4.1 and 4.3 satisfies

$$
\begin{align*}
& \varphi \in W^{1, \infty}(0, T ; V) \cap H^{1}\left(0, T ; H^{2}(\Omega)\right)  \tag{4.52}\\
& \partial_{t} \varphi \in L^{\infty}(Q), \quad \eta \varphi \in L^{2}(0, T ; W),  \tag{4.53}\\
& \exists s^{*} \in\left(s_{0}, \ell\right): \quad \sup _{t \in[0, T]}\|\varphi(t)\|_{L^{\infty}(\Omega)} \leq s^{*},  \tag{4.54}\\
& \mu, \sigma \in H^{1}(0, T ; H) \cap L^{\infty}(0, T ; V) \cap L^{2}(0, T ; W) \cap L^{\infty}(Q) . \tag{4.55}
\end{align*}
$$

In particular, equations (4.1)-(4.3) hold almost everywhere in $Q$.
Remark 4.6. (i) Note that the equation (4.2) at time 0 reads as

$$
\mu_{0}=\beta \partial_{t} \varphi(0)+a \varphi_{0}-J * \varphi_{0}+F^{\prime}\left(\varphi_{0}\right)-\chi \sigma_{0},
$$

where $\partial_{t} \varphi(0)$ "represents" the initial value of the time-derivative of $\varphi$. Under the assumptions (4.7), (4.42), and (4.51) we have that $\partial_{t} \varphi(0) \in V \cap L^{\infty}(\Omega)$, so that the improved regularities $\partial_{t} \varphi \in L^{\infty}(0, T ; V) \cap L^{2}\left(0, T ; H^{2}(\Omega)\right)$ and $\partial_{t} \varphi \in L^{\infty}(Q)$ obtained in Theorem 4.5 are naturally expectable.
(ii) Let us point out that, in the case of $F_{\text {log }}$, (4.51) prevents the initial tumour distribution to possess any region occupied by solely tumorous cells. In this setting the best one can do is to invoke some approximation argument.

Proof of Theorem 4.5 Let us remark that the separation result will allow us to exploit the regularity of the linear combination $\sigma-\eta \varphi$ to derive further regularity for $\varphi$ and $\sigma$ separately.

First of all, by virtue of Theorem 4.3 we realise that (4.48) consists of a parabolic equation in the variable $\mu$ with source term $f_{\mu} \in L^{\infty}(0, T ; H)$, and with initial datum $\mu_{0} \in L^{\infty}(\Omega)$ by (4.51). Therefore, an application of [114, Thm. 7.1, p. 181] yields that

$$
\mu \in L^{\infty}(Q)
$$

In a similar fashion, we notice that in (4.49) we have initial datum $\sigma_{0}-\eta \varphi_{0} \in V \cap$ $L^{\infty}(\Omega)$ and forcing term $f_{\sigma} \in L^{\infty}(0, T ; H)$ by virtue of Theorem4.3. Hence, again an application of [114, Thm. 7.1, p. 181] produces

$$
\sigma-\eta \varphi \in L^{\infty}(Q)
$$

Furthermore, we claim that owing to assumption B7, we can deduce further regularity also for the convolution term $J * \varphi$. Indeed, every kernel verifying Definition 4.4 satisfy the following result, whose proof can be found, e.g., in [14, Lemma 2].

Lemma 4.7. Assume that the kernel $J$ is admissible in the sense of the Definition 4.4 Then, for every $p \in(1, \infty)$, there exists a constant $C_{p}>0$ such that

$$
\begin{equation*}
\|\operatorname{div}(\nabla J * \psi)\|_{L^{p}(\Omega)^{d \times d}} \leq C_{p}\|\psi\|_{L^{p}(\Omega)} \quad \forall \psi \in L^{p}(\Omega) . \tag{4.56}
\end{equation*}
$$

As a consequence, by taking $p=2$ in the formula (4.56), we deduce that

$$
\|J * \varphi\|_{L^{\infty}\left(0, T ; H^{2}(\Omega)\right)} \leq C_{2}\|\varphi\|_{L^{\infty}(0, T ; H)},
$$

which readily implies, thanks to the continuous inclusion $H^{2}(\Omega) \subset L^{\infty}(\Omega)$, that

$$
J * \varphi \in L^{\infty}\left(0, T ; H^{2}(\Omega)\right) \cap L^{\infty}(Q)
$$

We are now ready to prove the separation property. To this end, note that, taking these remarks into account, under the assumption B6 on $F$, we can rewrite equation (4.11) as

$$
\begin{equation*}
\beta \partial_{t} \varphi+a \varphi+F^{\prime}(\varphi)-\chi \eta \varphi=f_{\varphi}:=\mu+\chi(\sigma-\eta \varphi)+J * \varphi . \tag{4.57}
\end{equation*}
$$

Besides, we have already proved that $f_{\varphi} \in L^{2}\left(0, T ; H^{2}(\Omega)\right) \cap L^{\infty}(Q)$, so that there exists a constant $\bar{C}>0$ such that

$$
\left\|f_{\varphi}\right\|_{L^{\infty}(Q)} \leq \bar{C}
$$

Next, by B6 and (4.51) we infer the existence of $s^{*} \in\left(s_{0}, \ell\right)$ such that

$$
F^{\prime}(s)-\chi \eta s \geq \bar{C} \quad \forall s \in\left(s^{*}, \ell\right), \quad F^{\prime}(s)-\chi \eta s \leq-\bar{C} \quad \forall s \in\left(-\ell,-s^{*}\right) .
$$

We claim that this choice entails $\varphi(t) \leq s^{*}$ almost everywhere in $\Omega$, for all $t \in[0, T]$. In fact, by testing (4.57) by $\left(\varphi-s^{*}\right)_{+}$and integrating on $[0, t]$, we immediately infer that

$$
\begin{aligned}
& \frac{\beta}{2}\left\|\left(\varphi(t)-s^{*}\right)_{+}\right\|^{2}+\int_{Q_{t}} a \varphi\left(\varphi-s^{*}\right)_{+}=\frac{\beta}{2}\left\|\left(\varphi_{0}-s^{*}\right)_{+}\right\|^{2} \\
& \quad+\int_{Q_{t}}\left[f_{\varphi}-\left(F^{\prime}(\varphi)-\chi \eta \varphi\right)\right]\left(\varphi-s^{*}\right)_{+} .
\end{aligned}
$$

Now, since $s^{*} \in\left(s_{0}, \ell\right)$ and $\left\|\varphi_{0}\right\|_{L^{\infty}(\Omega)} \leq s_{0}$, the first term on the right-hand side vanishes. Moreover, by definition of $\bar{C}$ and $s^{*}$ we have that
$\int_{Q_{t}}\left[f_{\varphi}-\left(F^{\prime}(\varphi)-\chi \eta \varphi\right)\right]\left(\varphi-s^{*}\right)_{+}=\int_{Q_{t} \cap\left\{\varphi>s^{*}\right\}}\left[f_{\varphi}-\left(F^{\prime}(\varphi)-\chi \eta \varphi\right)\right]\left(\varphi-s^{*}\right) \leq 0$.
Recalling also B5, we infer that, for every $t \in[0, T]$,

$$
\frac{\beta}{2}\left\|\left(\varphi(t)-s^{*}\right)_{+}\right\|^{2}+a_{*} \int_{Q_{t} \cap\left\{\varphi>s^{*}\right\}} \varphi\left(\varphi-s^{*}\right) \leq 0 .
$$

Hence, since the second term on the left-hand side is non-negative, we deduce that

$$
\left(\varphi(t)-s^{*}\right)_{+}=0 \quad \forall t \in[0, T], \quad \text { i.e., } \quad \varphi(\mathbf{x}, t) \leq s^{*} \quad \text { for a.e. } \mathbf{x} \in \Omega \quad \forall t \in[0, T],
$$

as required. The other inequality $\varphi \geq-s^{*}$ can be deduced analogously by testing by $-\left(\varphi+s^{*}\right)_{-}$instead. Thus, we have shown that

$$
\sup _{t \in[0, T]}\|\varphi(t)\|_{L^{\infty}(\Omega)} \leq s^{*}, \quad \text { with } s^{*} \in\left(s_{0}, \ell\right) .
$$

Let us now show the $L^{2}(0, T ; W)$-regularity for $\sigma$ and $\eta \varphi$. To this end, we test the gradient of equation (4.57) by $|\nabla \varphi|^{p-2} \nabla \varphi$ and integrate over $Q_{t}$ to obtain, by assumption B5, the Hölder inequality and the generalised Young inequality (2.2), that

$$
\begin{aligned}
& \frac{\beta}{p} \sup _{s \in[0, t]}\|\nabla \varphi(s)\|_{L^{p}(\Omega)}^{p}+C_{0} \int_{Q_{t}}|\nabla \varphi|^{p} \\
&= \frac{\beta}{p}\left\|\nabla \varphi_{0}\right\|_{L^{p}(\Omega)}^{p}+\chi \eta \int_{Q_{t}}|\nabla \varphi|^{p}-\int_{Q_{t}}(\nabla a) \varphi|\nabla \varphi|^{p-2} \nabla \varphi \\
&+\int_{Q_{t}} \nabla f_{\varphi} \cdot|\nabla \varphi|^{p-2} \nabla \varphi \\
& \leq \frac{\beta}{p}\left\|\nabla \varphi_{0}\right\|_{L^{p}(\Omega)}^{p}+\chi \eta \int_{Q_{t}}|\nabla \varphi|^{p}+\frac{\beta}{2 p} \sup _{s \in[0, t]}\|\nabla \varphi(s)\|_{L^{p}(\Omega)}^{p} \\
& \quad+\frac{[4(p-1)]^{p-1}\left(b^{*}\right)^{p}}{p \beta^{p-1}}\|\varphi\|_{L^{1}\left(0, T ; L^{p}(\Omega)\right)}^{p}+\frac{[4(p-1)]^{p-1}}{p \beta^{p-1}}\left\|\nabla f_{\varphi}\right\|_{L^{1}\left(0, T ; L^{p}(\Omega)\right)}^{p} .
\end{aligned}
$$

Owing to the already proved regularities $f_{\varphi} \in L^{2}\left(0, T ; H^{2}(\Omega)\right)$ and $\varphi \in L^{2}(0, T ; V)$, we deduce in particular that $\nabla f_{\varphi} \in L^{2}(0, T ; V)$ so that, using the continuous embedding $V \subset L^{6}(\Omega)$, also $\nabla f_{\varphi}, \varphi \in L^{2}\left(0, T ; L^{6}(\Omega)\right)$. Moreover, $\varphi_{0} \in H^{2}(\Omega)$ also entails that $\nabla \varphi_{0} \in L^{6}(\Omega)$. Choosing then $p=6$ and using the Gronwall lemma yields

$$
\begin{equation*}
\varphi \in L^{\infty}\left(0, T ; W^{1,6}(\Omega)\right) \tag{4.58}
\end{equation*}
$$

For brevity we proceed formally: a rigorous argument can be reproduced on suitable approximations. Applying the second-order differential operator $\partial_{\mathbf{x}_{i} \mathbf{x}_{j}}(i, j=1, \ldots, d)$ to equation (4.57), testing it by $\partial_{\mathbf{x}_{i} \mathbf{x}_{j}} \varphi$, and integrating on $[0, t]$ lead to

$$
\begin{aligned}
& \frac{\beta}{2}\left\|\partial_{\mathbf{x}_{i} \mathbf{x}_{j}} \varphi(t)\right\|^{2}+\int_{Q_{t}}\left(a+F^{\prime \prime}(\varphi)\right)\left|\partial_{\mathbf{x}_{i} \mathbf{x}_{j}} \varphi\right|^{2} \\
& \quad=\frac{\beta}{2}\left\|\partial_{\mathbf{x}_{i} \mathbf{x}_{j}} \varphi_{0}\right\|^{2}+\int_{Q_{t}} \partial_{\mathbf{x}_{i} \mathbf{x}_{j}} f_{\varphi} \partial_{\mathbf{x}_{i} \mathbf{x}_{j}} \phi+\chi \eta \int_{Q_{t}}\left|\partial_{\mathbf{x}_{i} \mathbf{x}_{j}} \varphi\right|^{2} \\
& \quad-\int_{Q_{t}}\left[\partial_{\mathbf{x}_{i}} a \partial_{\mathbf{x}_{j}} \varphi+\partial_{\mathbf{x}_{j}} a \partial_{\mathbf{x}_{i}} \varphi+\left(\partial_{\mathbf{x}_{i} \mathbf{x}_{j}} a\right) \varphi+F^{(3)}(\varphi) \partial_{\mathbf{x}_{i}} \varphi \partial_{\mathbf{x}_{j}} \varphi\right] \partial_{\mathbf{x}_{i} \mathbf{x}_{j}} \varphi .
\end{aligned}
$$

Now, due to the already proved separation property $\|\varphi\|_{L^{\infty}(Q)} \leq s^{*}<\ell$, and recalling that $F \in C^{3}(-\ell, \ell)$ by B6, we have that $F^{(3)}(\varphi) \in L^{\infty}(Q)$. Hence, exploiting B5, using the Young inequality, and summing on $i, j=1, \ldots, d$ we deduce, recalling that
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 Growth Models$\varphi \in L^{2}(0, T ; V)$, that

$$
\begin{aligned}
& \frac{\beta}{2}\|\varphi(t)\|_{H^{2}(\Omega)}^{2}+C_{0} \int_{0}^{t}\|\varphi(s)\|_{H^{2}(\Omega)}^{2} \mathrm{ds} \\
& \leq \frac{\beta}{2}\left\|\varphi_{0}\right\|_{H^{2}(\Omega)}^{2}+(2+\chi \eta) \int_{0}^{t}\|\varphi(s)\|_{H^{2}(\Omega)}^{2} \mathrm{ds} \\
&+\frac{1}{2}\left\|f_{\varphi}\right\|_{L^{2}\left(0, T ; H^{2}(\Omega)\right)}^{2}+2 \int_{Q_{t}}|\nabla a|^{2}|\nabla \varphi|^{2}+\frac{1}{2} \int_{Q_{t}} \sum_{i, j=1}^{d}\left|\partial_{\mathbf{x}_{i} \mathbf{x}_{j}} a\right|^{2}|\varphi|^{2} \\
&+\frac{1}{2}\left\|F^{(3)}(\varphi)\right\|_{L^{\infty}(Q)}^{2} \int_{Q_{t}}|\nabla \varphi|^{4} .
\end{aligned}
$$

Moreover, as $\|\nabla a\|_{L^{\infty}(\Omega)} \leq b^{*}$ by B5, $\|a\|_{W^{2, p}(\Omega)} \leq C_{p}$ for all $p \in(1,+\infty)$ by (4.56) and $\varphi \in L^{\infty}(0, T ; V)$, the Hölder inequality yields

$$
\int_{Q_{t}}|\nabla a|^{2}|\nabla \varphi|^{2} \leq\left(b^{*}\right)^{2}\|\varphi\|_{L^{2}(0, T ; V)}^{2} \leq C
$$

and, by the continuous embedding $V \subset L^{4}(\Omega)$, also that

$$
\int_{Q_{t}} \sum_{i, j=1}^{d}\left|\partial_{\mathbf{x}_{i} \mathbf{x}_{j}} a\right|^{2}|\varphi|^{2} \leq\|a\|_{W^{2,4}(\Omega)}^{2}\|\varphi\|_{L^{4}\left(0, T ; L^{4}(\Omega)\right)}^{2} \leq C\|\varphi\|_{L^{4}(0, T ; V)}^{2} \leq C .
$$

Using then (4.58), we are left with

$$
\frac{\beta}{2}\|\varphi(t)\|_{H^{2}(\Omega)}^{2}+C_{0} \int_{0}^{t}\|\varphi(s)\|_{H^{2}(\Omega)}^{2} \mathrm{ds} \leq \frac{\beta}{2}\left\|\varphi_{0}\right\|_{H^{2}(\Omega)}^{2}+C\left(1+\int_{0}^{t}\|\varphi(s)\|_{H^{2}(\Omega)}^{2} \mathrm{ds}\right)
$$

so that a Gronwall argument produces

$$
\varphi \in L^{\infty}\left(0, T ; H^{2}(\Omega)\right)
$$

At this point, the equation for $\sigma$ can be written also as

$$
\partial_{t} \sigma-\Delta \sigma=f_{\sigma}:=-\mathcal{B}\left(\sigma-\sigma_{S}\right)-\mathcal{C} \sigma f(\varphi)-\eta \Delta \varphi \in L^{\infty}(0, T ; H),
$$

with initial datum $\sigma_{0} \in V \cap L^{\infty}(\Omega)$. Hence, by parabolic regularity theory and again [114, Thm. 7.1], we deduce that

$$
\sigma \in H^{1}(0, T ; H) \cap L^{\infty}(0, T ; V) \cap L^{2}(0, T ; W) \cap L^{\infty}(Q)
$$

Since we already know that $\sigma-\eta \varphi \in L^{2}(0, T ; W)$, by comparison, we also infer

$$
\eta \varphi \in L^{2}(0, T ; W) .
$$

To conclude, we go back to equation (4.57) and note that, by difference, we have also the regularity

$$
\partial_{t} \varphi \in L^{\infty}(0, T ; V) \cap L^{2}\left(0, T ; H^{2}(\Omega)\right) \cap L^{\infty}(Q)
$$

which completes the proof of Theorem 4.5 .

Relying on the extra-regularity and the separation property, we can now show a refined continuous dependence result for strong solutions, where the stability estimates are verified in stronger topologies. Let us stress that in this case, we can include in the analysis both the chemotaxis and the active transport mechanisms, complementing thus the previous Theorem 4.2.

Theorem 4.8 (Refined continuous dependence: $\alpha, \beta>0$ ). Assume B1-B7, and let $\alpha \in\left(0, \alpha_{0}\right)$ and $\beta \in\left(0, \beta_{0}\right)$. Then for any pair of initial data $\left\{\left(\varphi_{0}^{i}, \mu_{0}^{i}, \sigma_{0}^{i}\right)\right\}_{i}, i=1,2$, satisfying (4.7), (4.42), and (4.51), there exists a constant $K>0$ such that, for any respective strong solutions $\left\{\left(\varphi_{i}, \mu_{i}, \sigma_{i}\right)\right\}_{i}$ obtained from Theorem 4.5, $i=1,2$, it holds that

$$
\begin{align*}
& \left\|\mu_{1}-\mu_{2}\right\|_{H^{1}(0, T ; H) \cap L^{\infty}(0, T ; V) \cap L^{2}(0, T ; W)}+\left\|\varphi_{1}-\varphi_{2}\right\|_{W^{1, \infty}(0, T ; V) \cap H^{1}\left(0, T ; H^{2}(\Omega)\right)} \\
& \quad \quad+\left\|\sigma_{1}-\sigma_{2}\right\|_{H^{1}(0, T ; H) \cap L^{\infty}(0, T ; V) \cap L^{2}(0, T ; W)} \\
& \quad \leq K\left(\left\|\mu_{0}^{1}-\mu_{0}^{2}\right\|_{V}+\left\|\varphi_{0}^{1}-\varphi_{0}^{2}\right\|_{H^{2}(\Omega)}+\left\|\sigma_{0}^{1}-\sigma_{0}^{2}\right\|_{V}\right) \tag{4.59}
\end{align*}
$$

where $K$ only depends on $\Omega, T, \alpha, \beta, \mathcal{P}, \mathcal{A}, \mathcal{B}, \mathcal{C}, C_{0}, a_{*}, a^{*}, b^{*}, s^{*},\|F\|_{C^{4}\left[\left[-s^{*}, s^{*}\right]\right)}$ and the initial data $\left\{\left(\varphi_{0}^{i}, \mu_{0}^{i}, \sigma_{0}^{i}\right)\right\}_{i=1,2}$.

In turn, the uniqueness of strong solutions in the sense of Theorem4.5holds.
Proof of Theorem 4.8 Employing the same notation of the proof of Theorem 4.2, we consider the system (4.36) (4.40) and test (4.36) by $\partial_{t} \mu$, the time-derivative of (4.37) by $-\partial_{t} \varphi$, 4.38) by $\partial_{t}(\sigma-\eta \varphi)$, and integrate over $[0, t]$, to obtain

$$
\begin{aligned}
& \alpha \int_{Q_{t}}\left|\partial_{t} \mu\right|^{2}+\frac{1}{2}\|\nabla \mu(t)\|^{2}+\frac{\beta}{2}\left\|\partial_{t} \varphi(t)\right\|^{2}+\int_{Q_{t}}\left(a+F^{\prime \prime}\left(\varphi_{1}\right)\right)\left|\partial_{t} \varphi\right|^{2} \\
&+\int_{Q_{t}}\left|\partial_{t} \sigma\right|^{2}+\frac{1}{2}\|\nabla(\sigma-\eta \varphi)(t)\|^{2} \\
&= \frac{1}{2}\left\|\nabla \mu_{0}\right\|^{2}+\frac{\beta}{2}\left\|\partial_{t} \varphi(0)\right\|^{2}+\frac{1}{2}\left\|\nabla\left(\sigma_{0}-\eta \varphi_{0}\right)\right\|^{2} \\
& \quad+\int_{Q_{t}}\left[\mathcal{P} \sigma f\left(\varphi_{1}\right)+\left(\mathcal{P} \sigma_{2}-\mathcal{A}\right)\left(f\left(\varphi_{1}\right)-f\left(\varphi_{2}\right)\right)\right] \partial_{t} \mu \\
& \quad+\int_{Q_{t}}\left[\left(F^{\prime \prime}\left(\varphi_{2}\right)-F^{\prime \prime}\left(\varphi_{1}\right)\right) \partial_{t} \varphi_{2}+\chi \partial_{t} \sigma+J * \partial_{t} \varphi\right] \partial_{t} \varphi+\eta \int_{Q_{t}} \partial_{t} \sigma \partial_{t} \varphi \\
& \quad+\int_{Q_{t}}\left[\mathcal{C} \sigma_{2}\left(f\left(\varphi_{2}\right)-f\left(\varphi_{1}\right)\right)-\mathcal{C} \sigma f\left(\varphi_{1}\right)-\mathcal{B} \sigma\right]\left(\partial_{t} \sigma-\eta \partial_{t} \varphi\right) .
\end{aligned}
$$

First of all, notice that $\partial_{t} \varphi(0)$ is such that

$$
\mu_{0}=\beta \partial_{t} \varphi(0)+a \varphi_{0}-J * \varphi_{0}+F^{\prime}\left(\varphi_{0}^{1}\right)-F^{\prime}\left(\varphi_{0}^{2}\right)-\chi \sigma_{0} .
$$

Since the initial data satisfy (4.7), (4.42), and (4.51), for $i=1,2$ we have that $\partial_{t} \varphi(0) \in V \cap L^{\infty}(\Omega)$. Now, recalling that $F \in C^{3}\left(\left[-s_{0}, s_{0}\right]\right)$, we have

$$
\left\|\partial_{t} \varphi(0)\right\| \leq \frac{1}{\beta}\left(\left\|\mu_{0}\right\|+2 a^{*}\left\|\varphi_{0}\right\|+\left\|F^{\prime \prime}\right\|_{C^{0}\left(\left[-s_{0}, s_{0}\right]\right)}\left\|\varphi_{0}\right\|+\chi\left\|\sigma_{0}\right\|\right) .
$$
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Secondly, by the separation property for $\varphi_{1}$ and $\varphi_{2}$, we have $\left\|\varphi_{i}\right\|_{L^{\infty}(Q)} \leq s^{*}<\ell$ for $i=1,2$ and combined with $F \in C^{3}\left(\left[-s^{*}, s^{*}\right]\right)$ we have $F^{\prime \prime} \in W^{1, \infty}\left(-s^{*}, s^{*}\right)$, so that

$$
\left|F^{\prime \prime}\left(\varphi_{1}\right)-F^{\prime \prime}\left(\varphi_{2}\right)\right| \leq\left\|F^{(3)}\right\|_{C^{0}\left(\left[-s^{*}, s^{*}\right]\right)}\left|\varphi_{1}-\varphi_{2}\right| \quad \text { a.e. in } Q .
$$

Taking this information into account, using B5, and exploiting the regularities $f \in W^{1, \infty}(\mathbb{R}), \sigma_{2} \in L^{\infty}(Q)$, and $\partial_{t} \varphi_{2} \in L^{\infty}(Q)$, we invoke the Young inequality to infer

$$
\begin{align*}
& \int_{Q_{t}}\left|\partial_{t} \mu\right|^{2}+\|\nabla \mu(t)\|^{2}+\left\|\partial_{t} \varphi(t)\right\|^{2}+\int_{Q_{t}}\left|\partial_{t} \varphi\right|^{2}+\int_{Q_{t}}\left|\partial_{t} \sigma\right|^{2}+\|\nabla(\sigma-\eta \varphi)(t)\|^{2} \\
& \quad \leq C\left(\left\|\mu_{0}\right\|_{V}^{2}+\left\|\varphi_{0}\right\|^{2}+\left\|\sigma_{0}\right\|^{2}+\left\|\nabla\left(\sigma_{0}-\eta \varphi_{0}\right)\right\|^{2}\right. \\
& \left.\quad+\int_{Q_{t}}\left(|\sigma|^{2}+|\varphi|^{2}+\left|\partial_{t} \varphi\right|^{2}\right)\right) \tag{4.60}
\end{align*}
$$

where the constant $C>0$ may depend on $\alpha, \beta$ and on structural data. Now, we take the gradient of (4.37) and test it by $\nabla \varphi$, getting

$$
\begin{aligned}
& \frac{\beta}{2}\|\nabla \varphi(t)\|^{2}+\int_{Q_{t}}\left(a+F^{\prime \prime}\left(\varphi_{1}\right)\right)|\nabla \varphi|^{2} \\
&= \frac{\beta}{2}\left\|\nabla \varphi_{0}\right\|^{2}+\int_{Q_{t}}\left(F^{\prime \prime}\left(\varphi_{2}\right)-F^{\prime \prime}\left(\varphi_{1}\right)\right) \nabla \varphi_{2} \cdot \nabla \varphi \\
&+\int_{Q_{t}}(\nabla \mu+\chi \nabla \sigma+(\nabla J) * \varphi-(\nabla a) \varphi) \cdot \nabla \varphi .
\end{aligned}
$$

Using B5, along with the Lipschitz continuity of $F^{\prime \prime}$ on $\left[-s^{*}, s^{*}\right]$, the identity

$$
\chi \nabla \sigma \cdot \nabla \varphi=\chi(\nabla(\sigma-\eta \varphi)+\eta \nabla \varphi) \cdot \nabla \varphi,
$$

and the Young inequality lead to

$$
\begin{aligned}
\frac{\beta}{2}\|\nabla \varphi(t)\|^{2}+C_{0} \int_{Q_{t}}|\nabla \varphi|^{2} \leq & \frac{\beta}{2}\left\|\nabla \varphi_{0}\right\|^{2}+\left\|F^{(3)}\right\|_{C^{0}\left(\left[-s^{*}, s^{*}\right]\right)} \int_{Q_{t}}|\varphi|\left|\nabla \varphi_{2} \| \nabla \varphi\right| \\
& +\int_{Q_{t}}|\nabla \mu|^{2}+\chi^{2} \int_{Q_{t}}|\nabla(\sigma-\eta \varphi)|^{2} \\
& +(1+\chi \eta) \int_{Q_{t}}|\nabla \varphi|^{2}+2\left(b^{*}\right)^{2} \int_{Q_{t}}|\varphi|^{2} .
\end{aligned}
$$

From the embedding $V \subset L^{4}(\Omega)$, Hölder's inequality and the $\varphi_{2} \in L^{\infty}\left(0, T ; H^{2}(\Omega)\right)$, we find

$$
\int_{Q_{t}}\left|\varphi\left\|\nabla \varphi_{2}\right\| \nabla \varphi\right| \leq C \int_{0}^{t}\|\varphi(s)\|_{V}\left\|\varphi_{2}(s)\right\|_{H^{2}(\Omega)}\|\nabla \varphi(s)\| \mathrm{ds} \leq C \int_{0}^{t}\|\varphi(s)\|_{V}^{2} \mathrm{ds} .
$$

We deduce then that, for every $t \in[0, T]$,

$$
\begin{equation*}
\|\nabla \varphi(t)\|^{2} \leq C\left(\left\|\nabla \varphi_{0}\right\|^{2}+\int_{Q_{t}}|\nabla \mu|^{2}+\int_{Q_{t}}|\nabla(\sigma-\eta \varphi)|^{2}+\int_{0}^{t}\|\varphi(s)\|_{V}^{2} \mathrm{ds}\right) \tag{4.61}
\end{equation*}
$$

Collecting (4.60) and (4.61), we infer that, for all $t \in[0, T]$,

$$
\begin{aligned}
& \int_{Q_{t}}\left|\partial_{t} \mu\right|^{2}+\|\nabla \mu(t)\|^{2}+\left\|\partial_{t} \varphi(t)\right\|^{2}+\|\nabla \varphi(t)\|^{2}+\int_{Q_{t}}\left|\partial_{t} \sigma\right|^{2}+\|\nabla \sigma(t)\|^{2} \\
& \quad \leq C\left(\left\|\mu_{0}\right\|_{V}^{2}+\left\|\varphi_{0}\right\|_{V}^{2}+\left\|\sigma_{0}\right\|_{V}^{2}\right) \\
& \quad+\int_{0}^{t}\left(\|\nabla \mu(s)\|^{2}+\|\sigma(s)\|_{V}^{2}+\|\varphi(s)\|_{V}^{2}+\left\|\partial_{t} \varphi(s)\right\|^{2}\right) \mathrm{ds} .
\end{aligned}
$$

Since the quantities $\left\|\sigma_{2}\right\|_{L^{\infty}(Q)},\left\|\partial_{t} \varphi_{2}\right\|_{L^{\infty}(Q)}$, and $\left\|\varphi_{2}\right\|_{L^{\infty}\left(0, T ; H^{2}(\Omega)\right)}$ appearing implicitly in the constant $C$ can be in turn handled in terms on the norms of the initial data appearing in (4.7), (4.42), and (4.51), we can close the estimate by the Gronwall lemma. Moreover, comparison in equation (4.36) produces

$$
\|\Delta \mu\|_{L^{2}(0, T ; H)} \leq C\left(\|\varphi\|_{H^{1}(0, T ; H)}+\left\|\partial_{t} \mu\right\|_{L^{2}(0, T ; H)}+\|\sigma\|_{L^{2}(0, T ; H)}\right),
$$

where all the terms on the right-hand side have already been estimated. Similarly, from (4.37) we get

$$
\left\|\partial_{t} \varphi\right\|_{L^{\infty}(0, T ; V)} \leq C\left(\|\mu\|_{L^{\infty}(0, T ; V)}+\|\varphi\|_{L^{\infty}(0, T ; V)}+\|\sigma\|_{L^{\infty}(0, T ; V)}\right),
$$

while from (4.38) we get

$$
\|\Delta(\sigma-\eta \varphi)\|_{L^{2}(0, T ; H)} \leq C\left(\|\sigma\|_{H^{1}(0, T ; H)}+\|\varphi\|_{L^{2}(0, T ; H)}\right) .
$$

Collecting the above estimates, along with elliptic regularity theory, we deduce that

$$
\begin{align*}
& \|\mu\|_{H^{1}(0, T ; H) \cap L^{\infty}(0, T ; V) \cap L^{2}(0, T ; W)}^{2}+\|\varphi\|_{W^{1, \infty}(0, T ; V)}^{2}+\|\sigma\|_{H^{1}(0, T ; H) \cap L^{\infty}(0, T ; V)}^{2} \\
& \quad+\|\sigma-\eta \varphi\|_{H^{1}(0, T ; H) \cap L^{\infty}(0, T ; V) \cap L^{2}(0, T ; W)}^{2} \leq C\left(\left\|\mu_{0}\right\|_{V}^{2}+\left\|\varphi_{0}\right\|_{V}^{2}+\left\|\sigma_{0}\right\|_{V}^{2}\right) \tag{4.62}
\end{align*}
$$

To complete the proof, we need to show a stability estimate for $\partial_{t} \varphi$ and $\sigma$ also in $L^{2}\left(0, T ; H^{2}(\Omega)\right)$ and $L^{2}(0, T ; W)$, respectively. In this direction, for any $i, j=1, \ldots, d$, we apply the differential operator $\partial_{\mathbf{x}_{i} \mathbf{x}_{j}}$ to (4.37) and test the obtained equation by $\partial_{\mathbf{x}_{i} \mathbf{x}_{j}} \varphi$, getting

$$
\begin{aligned}
& \frac{\beta}{2}\left\|\partial_{\mathbf{x}_{i} \mathbf{x}_{j}} \varphi(t)\right\|^{2}+\int_{Q_{t}}\left(a+F^{\prime \prime}\left(\varphi_{1}\right)\right)\left|\partial_{\mathbf{x}_{i} \mathbf{x}_{j}} \varphi\right|^{2} \\
& \quad=\frac{\beta}{2}\left\|\partial_{\mathbf{x}_{i} \mathbf{x}_{j}} \varphi_{0}\right\|^{2}+\int_{Q_{t}} \partial_{\mathbf{x}_{i} \mathbf{x}_{j}}(\mu+\chi(\sigma-\eta \varphi)+J * \varphi) \partial_{\mathbf{x}_{i} \mathbf{x}_{j}} \varphi \\
& \quad+\chi \eta \int_{Q_{t}}\left|\partial_{\mathbf{x}_{i} \mathbf{x}_{j}} \varphi\right|^{2}-\int_{Q_{t}}\left(\partial_{\mathbf{x}_{i}} a \partial_{\mathbf{x}_{j}} \varphi+\partial_{\mathbf{x}_{j}} a \partial_{\mathbf{x}_{i}} \varphi+\left(\partial_{\mathbf{x}_{i} \mathbf{x}_{j}} a\right) \varphi\right) \partial_{\mathbf{x}_{i} \mathbf{x}_{j}} \varphi \\
& \quad+\int_{Q_{t}}\left[\left(F^{\prime \prime}\left(\varphi_{2}\right)-F^{\prime \prime}\left(\varphi_{1}\right)\right) \partial_{\mathbf{x}_{i} \mathbf{x}_{j}} \varphi_{2}+\left(F^{(3)}\left(\varphi_{2}\right)-F^{(3)}\left(\varphi_{1}\right)\right) \partial_{\mathbf{x}_{i}} \varphi_{1} \partial_{\mathbf{x}_{j}} \varphi_{2}\right] \partial_{\mathbf{x}_{i} \mathbf{x}_{j}} \varphi \\
& \quad-\int_{Q_{t}}\left[F^{(3)}\left(\varphi_{1}\right) \partial_{\mathbf{x}_{i}} \varphi_{1} \partial_{\mathbf{x}_{j}} \varphi+F^{(3)}\left(\varphi_{2}\right) \partial_{\mathbf{x}_{i}} \varphi \partial_{\mathbf{x}_{j}} \varphi_{2}\right] \partial_{\mathbf{x}_{i} \mathbf{x}_{j}} \varphi .
\end{aligned}
$$

We recall that, due to B6, $F \in C^{4}\left(\left[-s^{*}, s^{*}\right]\right)$, so that $F^{(3)}$ is Lipschitz continuous on $\left[-s^{*}, s^{*}\right]$, and as a consequence of the separation result, also $F^{(3)}\left(\varphi_{i}\right) \in L^{\infty}(Q)$, for
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$i=1,2$. Now, we use the Hölder and Young inequalities and sum on $i, j=1, \ldots, d$ : proceeding as in the proof of Theorem 4.5 and exploiting assumptions $\mathbf{B 5}$ and B7, we get

$$
\begin{aligned}
& \frac{\beta}{2}\|\varphi(t)\|_{H^{2}(\Omega)}^{2}+C_{0} \int_{0}^{t}\|\varphi(s)\|_{H^{2}(\Omega)}^{2} \mathrm{ds} \\
& \leq \\
& \quad \frac{\beta}{2}\left\|\varphi_{0}\right\|_{H^{2}(\Omega)}^{2}+C\left(\|\mu\|_{L^{2}(0, T ; W)}^{2}+\|\sigma-\eta \varphi\|_{L^{2}(0, T ; W)}^{2}+\int_{0}^{t}\|\varphi(s)\|_{H^{2}(\Omega)}^{2} \mathrm{ds}\right) \\
& \quad+C \sum_{i, j=1}^{d}\left(\int_{Q_{t}}|\varphi|^{2}\left(\left|\partial_{\mathbf{x}_{i} \mathbf{x}_{j}} \varphi_{2}\right|^{2}+\left|\partial_{\mathbf{x}_{i}} \varphi_{1}\right|^{2}\left|\partial_{\mathbf{x}_{j}} \varphi_{2}\right|^{2}\right)\right. \\
& \left.\quad+\int_{Q_{t}}\left(\left|\partial_{\mathbf{x}_{i}} \varphi_{1}\right|^{2}\left|\partial_{\mathbf{x}_{j}} \varphi\right|^{2}+\left|\partial_{\mathbf{x}_{i}} \varphi\right|^{2}\left|\partial_{\mathbf{x}_{j}} \varphi_{2}\right|^{2}\right)\right)
\end{aligned}
$$

The first bracket on the right-hand side can be controlled using (4.62) and the Gronwall lemma, while the sum-term can be estimated using the Hölder inequality and the continuous inclusions $V \subset L^{4}(\Omega)$ and $H^{2}(\Omega) \subset L^{\infty}(\Omega)$ by

$$
\begin{aligned}
& \int_{0}^{t}\|\varphi(s)\|_{L^{\infty}(\Omega)}^{2}\left(\left\|\varphi_{2}(s)\right\|_{H^{2}(\Omega)}^{2}+\left\|\nabla \varphi_{1}(s)\right\|_{V}^{2}\left\|\nabla \varphi_{2}(s)\right\|_{V}^{2}\right) \mathrm{ds} \\
& \quad+\int_{0}^{t}\|\nabla \varphi(s)\|_{L^{4}(\Omega)}^{2}\left(\left\|\nabla \varphi_{1}(s)\right\|_{L^{4}(\Omega)}^{2}+\left\|\nabla \varphi_{2}(s)\right\|_{L^{4}(\Omega)}^{2}\right) \mathrm{ds} \\
& \leq \\
& \quad C\left(\left\|\varphi_{2}\right\|_{L^{\infty}\left(0, T ; H^{2}(\Omega)\right)}^{2}+\left\|\varphi_{1}\right\|_{L^{\infty}\left(0, T ; H^{2}(\Omega)\right)}^{2}\left\|\varphi_{2}\right\|_{L^{\infty}\left(0, T ; H^{2}(\Omega)\right)}^{2}\right) \int_{0}^{t}\|\varphi(s)\|_{H^{2}(\Omega)}^{2} \mathrm{ds} \\
& \\
& \quad+C\left(\left\|\varphi_{1}\right\|_{L^{\infty}\left(0, T ; H^{2}(\Omega)\right)}^{2}+\left\|\varphi_{2}\right\|_{L^{\infty}\left(0, T ; H^{2}(\Omega)\right)}^{2}\right) \int_{0}^{t}\|\varphi(s)\|_{H^{2}(\Omega)}^{2} \mathrm{ds} .
\end{aligned}
$$

Taking these estimates into account, and recalling $\varphi_{1}, \varphi_{2} \in L^{\infty}\left(0, T ; H^{2}(\Omega)\right)$, we conclude that

$$
\begin{aligned}
& \|\varphi(t)\|_{H^{2}(\Omega)}^{2} \\
& \quad \leq\left\|\varphi_{0}\right\|_{H^{2}(\Omega)}^{2}+C\left(\|\mu\|_{L^{2}(0, T ; W)}^{2}+\|\sigma-\eta \varphi\|_{L^{2}(0, T ; W)}^{2}+\int_{0}^{t}\|\varphi(s)\|_{H^{2}(\Omega)}^{2} \mathrm{ds}\right)
\end{aligned}
$$

so that Gronwall's lemma, along with the above estimates, produces

$$
\|\varphi\|_{L^{\infty}\left(0, T ; H^{2}(\Omega)\right)}^{2} \leq C\left(\left\|\mu_{0}\right\|_{V}^{2}+\left\|\varphi_{0}\right\|_{H^{2}(\Omega)}^{2}+\left\|\sigma_{0}\right\|_{V}^{2}\right) .
$$

The stability estimate for $\sigma$ in $L^{2}(0, T ; W)$ follows by comparison in (4.38) and elliptic regularity theory. Finally, by comparison in equation (4.37) we also infer the stability estimate for $\partial_{t} \varphi$ in $L^{2}\left(0, T ; H^{2}(\Omega)\right)$, concluding the proof of Theorem 4.8.

### 4.3 Vanishing Viscosities Analysis

The second part of the chapter is focused on the study of the asymptotic behaviour of the system (4.1)-(4.5) as $\alpha \rightarrow 0$ and/or $\beta \rightarrow 0$. These investigations are performed
both separately (i.e., $\alpha \rightarrow 0$ with $\beta>0$, and $\beta \rightarrow 0$ with $\alpha>0$ ) and jointly (i.e., $\alpha, \beta \rightarrow 0$ ). In each of these cases, under suitable conditions, we are able to show convergence of the system to the respective limit problem, hence also the corresponding well-posedness. Also, we give the exact rates of convergence through precise error estimates. Before entering the details, let us briefly mention here the mathematical challenges that we have to overcome.

Passage to the limit as $\alpha \rightarrow 0$ : In this first asymptotic study, the parabolic regularisation on $\mu$ is "removed", resulting in a lack of regularity on the chemical potential. As a consequence, due to the presence of proliferation term in the Cahn-Hilliard equation, a very natural growth condition on the potential has to be required (c.f. (4.63)), allowing for any polynomial or first-order exponential potentials. The passage to the limit, hence the existence for the limit problem with $\alpha=0$, is proved in the setting of no active transport term, i.e., $\eta=0$, due to the need of a comparison principle argument for $\sigma$ (cf. Theorem4.1). As for the error estimate, and therefore the uniqueness for the limit system, a rate of convergence of order $\alpha^{1 / 4}$ is obtained by showing refined estimates on the solutions and exploiting a locally-Lipschitz assumption on the potential, still including the classical quartic case (1.7).

Passage to the limit as $\boldsymbol{\beta} \rightarrow 0$ : In the second passage to the limit, the viscosity of the Cahn-Hilliard equation vanishes, and this results in a loss of temporal regularity on the phase variable $\varphi$. Anyhow, the presence of $\alpha>0$ still allows passing to the limit in very general settings, such as singular potentials, chemotaxis, and active transport, only requiring some compatibility conditions (smallness type assumptions) on the involved constants. The separation from the potential barriers is not preserved though, as it is naturally expectable. Moreover, a corresponding error estimate showing a convergence rate of order $\beta^{1 / 2}$ is obtained, and therefore the uniqueness for the limit system is guaranteed.

Passage to the limit as $\alpha, \beta \rightarrow 0$ : In the last passage to the limit, the parameters $\alpha$ and $\beta$ vanish simultaneously. Here, the convergence is proved by showing some refined estimates on the solutions, depending on both parameters, and combining the assumptions above on the potential and the coefficients. Moreover, the error estimate (and the resulting well-posedness of the limit problem) is obtained with a rate of convergence of $\alpha^{1 / 4}+\beta^{1 / 2}$, under a suitable scaling on the two parameters.

### 4.3.1 Asymptotics Analysis as $\boldsymbol{\alpha} \boldsymbol{\rightarrow}$

We now will present the results concerning the asymptotic analysis of (4.1)-(4.5) with respect to the parameter $\alpha$, assuming $\beta>0$ to be fixed. In this direction, we need to enforce some additional conditions on the potential $F$. In fact, proceeding with classical estimates, just a bound of $\nabla \mu$ in $L^{2}(0, T ; H)$ can be proved, having no information on the behaviour of $\mu$ in $L^{2}(0, T ; H)$. This gap is usually bridged via the application of a Poincaré type inequality, which yields the control of $\mu$ in the full space $L^{2}(0, T ; V)$. To this end, some control on the spatial mean of $\mu$ is in order: if $\alpha>0$ is fixed, this
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automatically follows from the estimates, whereas in the limit $\alpha \rightarrow 0$ it has to be obtained from a suitable prescription on potential growth. Namely, the assumption

$$
\begin{equation*}
D\left(\partial F_{1}\right)=\mathbb{R}, \quad \exists C_{F}>0: \quad\left|\partial F_{1}^{\circ}(s)\right| \leq C_{F}\left(F_{1}(s)+1\right) \quad \forall s \in \mathbb{R} \tag{4.63}
\end{equation*}
$$

has to be prescribed for $F$, where $\partial F_{1}^{\circ}(s)$ stands for the element of $\partial F_{1}(s)$ having minimum modulus introduced in Section 2.4.3. This implies that for every $z \in H$ and $w \in \partial F_{1}(z)$ it holds

$$
\int_{\Omega}|w| \leq C_{F} \int_{\Omega}\left(F_{1}(z)+1\right)
$$

Let us point out that the above requirement is met by all the regular potentials everywhere defined on the real line with polynomial or first-order exponential growth-rate.

Theorem 4.9 (Asymptotics: $\alpha \rightarrow 0$ ). Assume that B1-B5, and (4.63) hold, and let $\beta \in\left(0, \beta_{0}\right)$ and $\eta=0$. Suppose also that

$$
\begin{equation*}
\varphi_{0, \beta} \in V, \quad \sigma_{0, \beta} \in H, \quad F\left(\varphi_{0, \beta}\right) \in L^{1}(\Omega) . \tag{4.64}
\end{equation*}
$$

For every $\alpha \in\left(0, \alpha_{0}\right)$, let the initial data $\left(\varphi_{0, \alpha, \beta}, \mu_{0, \alpha, \beta}, \sigma_{0, \alpha, \beta}\right)$ satisfy assumptions (4.7) and (4.14), and denote by ( $\varphi_{\alpha, \beta}, \mu_{\alpha, \beta}, \sigma_{\alpha, \beta}, \xi_{\alpha, \beta}$ ) the respective unique weak solution to the system (4.1)-(4.5) obtained from Theorem 4.1] In addition, we assume that, as $\alpha \rightarrow 0$,

$$
\begin{equation*}
\varphi_{0, \alpha, \beta} \rightarrow \varphi_{0, \beta} \quad \text { weakly in } V, \quad \sigma_{0, \alpha, \beta} \rightarrow \sigma_{0, \beta} \quad \text { strongly in } H, \tag{4.65}
\end{equation*}
$$

and

$$
\begin{equation*}
\exists M_{0}>0: \quad \alpha^{1 / 2}\left\|\mu_{0, \alpha, \beta}\right\|+\left\|F\left(\varphi_{0, \alpha, \beta}\right)\right\|_{L^{1}(\Omega)} \leq M_{0} \quad \forall \alpha \in\left(0, \alpha_{0}\right) . \tag{4.66}
\end{equation*}
$$

Then, there exists a quadruplet $\left(\varphi_{\beta}, \mu_{\beta}, \sigma_{\beta}, \xi_{\beta}\right)$, with

$$
\begin{aligned}
& \varphi_{\beta} \in H^{1}(0, T ; H) \cap L^{\infty}(0, T ; V), \\
& \mu_{\beta} \in L^{2}(0, T ; V) \\
& \sigma_{\beta} \in H^{1}\left(0, T ; V^{*}\right) \cap L^{2}(0, T ; V) \cap L^{\infty}(Q), \\
& 0 \leq \sigma_{\beta}(\mathbf{x}, t) \leq 1 \quad \text { for a.e. } \mathbf{x} \in \Omega, \quad \forall t \in[0, T], \\
& \xi_{\beta} \in L^{2}(0, T ; H),
\end{aligned}
$$

such that

$$
\begin{aligned}
& \left\langle\partial_{t} \varphi_{\beta}, v\right\rangle+\int_{\Omega} \nabla \mu_{\beta} \cdot \nabla v=\int_{\Omega}\left(\mathcal{P} \sigma_{\beta}-\mathcal{A}\right) f\left(\varphi_{\beta}\right) v \\
& \left\langle\partial_{t} \sigma_{\beta}, v\right\rangle+\int_{\Omega} \nabla \sigma_{\beta} \cdot \nabla v+\mathcal{B} \int_{\Omega}\left(\sigma_{\beta}-\sigma_{S}\right) v+\mathcal{C} \int_{\Omega} \sigma_{\beta} f\left(\varphi_{\beta}\right) v=0
\end{aligned}
$$

for every $v \in V$, almost everywhere in $(0, T)$, and

$$
\begin{aligned}
& \mu_{\beta}=\beta \partial_{t} \varphi_{\beta}+a \varphi_{\beta}-J * \varphi_{\beta}+\xi_{\beta}+F_{2}^{\prime}\left(\varphi_{\beta}\right)-\chi \sigma_{\beta}, \quad \xi_{\beta} \in \partial F_{1}\left(\varphi_{\beta}\right) \quad \text { a.e. in } Q, \\
& \varphi_{\beta}(0)=\varphi_{0, \beta}, \quad \sigma_{\beta}(0)=\sigma_{0, \beta} \quad \text { a.e. in } \Omega .
\end{aligned}
$$

### 4.3. Vanishing Viscosities Analysis

Moreover, as $\alpha \rightarrow 0$, along a non-relabelled subsequence it holds that

$$
\begin{align*}
\varphi_{\alpha, \beta} & \rightarrow \varphi_{\beta} \quad \text { weakly star in } H^{1}(0, T ; H) \cap L^{\infty}(0, T ; V),  \tag{4.67}\\
\mu_{\alpha, \beta} & \rightarrow \mu_{\beta} \quad \text { weakly in } L^{2}(0, T ; V),  \tag{4.68}\\
\sigma_{\alpha, \beta} & \rightarrow \sigma_{\beta} \quad \text { weakly star in } H^{1}\left(0, T ; V^{*}\right) \cap L^{2}(0, T ; V) \cap L^{\infty}(Q),  \tag{4.69}\\
\xi_{\alpha, \beta} & \rightarrow \xi_{\beta} \quad \text { weakly in } L^{2}(0, T ; H),  \tag{4.70}\\
\alpha \mu_{\alpha, \beta} & \rightarrow 0 \quad \text { strongly in } C^{0}([0, T] ; H) \cap L^{2}(0, T ; V), \tag{4.71}
\end{align*}
$$

hence in particular that

$$
\begin{array}{ll}
\varphi_{\alpha, \beta} \rightarrow \varphi_{\beta} & \text { strongly in } C^{0}([0, T] ; H), \\
\sigma_{\alpha, \beta} \rightarrow \sigma_{\beta} & \text { strongly in } C^{0}\left([0, T] ; V^{*}\right) \cap L^{2}(0, T ; H) . \tag{4.73}
\end{array}
$$

Proof of Theorem 4.9 Proceeding as in the proof of Theorem 4.1, we perform the analogous estimates that we used to deduce (4.25). In particular, since the implicit constant $C$ in (4.25) is independent of $\alpha$ and $\beta$, recalling that we are assuming $\eta=0$, we realise that

$$
\begin{align*}
& \frac{\alpha}{4}\left\|\mu_{\alpha, \beta}(t)\right\|^{2}+\left(1+4 c_{a} \alpha\right) \int_{Q_{t}}\left|\nabla \mu_{\alpha, \beta}\right|^{2}+\frac{\beta}{2} \int_{Q_{t}}\left|\partial_{t} \varphi_{\alpha, \beta}\right|^{2}+\int_{\Omega} F\left(\varphi_{\alpha, \beta}(t)\right) \\
&+\frac{1}{2}\left\|\sigma_{\alpha, \beta}(t)\right\|^{2}+\int_{Q_{t}}\left|\nabla \sigma_{\alpha, \beta}\right|^{2}+c_{a}\left\|\left(\alpha \mu_{\alpha, \beta}+\varphi_{\alpha, \beta}\right)(t)\right\|^{2} \\
&+2 c_{a} \beta\left\|\nabla \varphi_{\alpha, \beta}(t)\right\|^{2}+2 c_{a} C_{0} \int_{Q_{t}}\left|\nabla \varphi_{\alpha, \beta}\right|^{2} \\
& \leq \frac{3}{2} \alpha\left\|\mu_{0, \alpha, \beta}\right\|^{2}+\left(a^{*}+4 c_{a}\right)\left\|\varphi_{0, \alpha, \beta}\right\|^{2}+2 c_{a} \beta\left\|\nabla \varphi_{0, \alpha, \beta}\right\|^{2}+\left\|F\left(\varphi_{0, \alpha, \beta}\right)\right\|_{L^{1}(\Omega)} \\
&+\frac{1}{2}\left\|\sigma_{0, \alpha, \beta}\right\|^{2}+C\left(1+\int_{Q_{t}}\left|\alpha \mu_{\alpha, \beta}+\varphi_{\alpha, \beta}\right|^{2}+\int_{Q_{t}}\left|\varphi_{\alpha, \beta}\right|^{2}+\int_{Q_{t}}\left|\sigma_{\alpha, \beta}\right|^{2}\right) \\
&+\frac{\chi^{2}}{2 \beta} \int_{Q_{t}}\left|\sigma_{\alpha, \beta}\right|^{2}+\frac{1}{2} \int_{Q_{t}}\left|\nabla \sigma_{\alpha, \beta}\right|^{2}+8 c_{a}^{2} \chi^{2} \int_{Q_{t}}\left|\nabla \varphi_{\alpha, \beta}\right|^{2} \\
&+\int_{Q_{t}}\left(\mathcal{P} \sigma_{\alpha, \beta}-\mathcal{A}\right) f\left(\varphi_{\alpha, \beta}\right) \mu_{\alpha, \beta} . \tag{4.74}
\end{align*}
$$

All the terms referring to the initial data on the right-hand side are uniformly bounded in $\alpha$ by virtue of assumptions (4.65)-(4.66). Moreover, all the remaining terms can be handled using the Gronwall lemma, except for the last one. To this end, note that by the Poincaré-Wirtinger inequality (2.4), using the fact that $f$ is bounded, and the uniform bound $\left\|\sigma_{\alpha, \beta}\right\|_{L^{\infty}(Q)} \leq 1$, recall that now $\eta=0$, we have

$$
\begin{aligned}
& \int_{Q_{t}}\left(\mathcal{P} \sigma_{\alpha, \beta}-\mathcal{A}\right) f\left(\varphi_{\alpha, \beta}\right) \mu_{\alpha, \beta} \\
& \quad \leq \int_{Q_{t}}\left(\mathcal{P} \sigma_{\alpha, \beta}-\mathcal{A}\right) f\left(\varphi_{\alpha, \beta}\right)\left(\mu_{\alpha, \beta}-\left(\mu_{\alpha, \beta}\right)_{\Omega}\right)+\int_{Q_{t}}\left(\mathcal{P} \sigma_{\alpha, \beta}-\mathcal{A}\right) f\left(\varphi_{\alpha, \beta}\right)\left(\mu_{\alpha, \beta}\right)_{\Omega} \\
& \quad \leq \frac{1}{2} \int_{Q_{t}}\left|\nabla \mu_{\alpha, \beta}\right|^{2}+C+(\mathcal{P}+\mathcal{A})\|f\|_{L^{\infty}(\mathbb{R})} t^{1 / 2}\left\|\left(\mu_{\alpha, \beta}\right)_{\Omega}\right\|_{L^{2}(0, t)} .
\end{aligned}
$$
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Furthermore, noting that $\left(a \varphi_{\alpha, \beta}-J * \varphi_{\alpha, \beta}\right)_{\Omega}=0$, by comparison in equation (4.2) we get

$$
\left(\mu_{\alpha, \beta}\right)_{\Omega}=\beta\left(\partial_{t} \varphi_{\alpha, \beta}\right)_{\Omega}+\left(\xi_{\alpha, \beta}+F_{2}^{\prime}\left(\varphi_{\alpha, \beta}\right)\right)_{\Omega}-\chi\left(\sigma_{\alpha, \beta}\right)_{\Omega},
$$

so that thanks to assumption (4.63) implies that

$$
\begin{aligned}
\left\|\left(\mu_{\alpha, \beta}\right)_{\Omega}\right\|_{L^{2}(0, t)} & \leq \beta\left\|\partial_{t} \varphi_{\alpha, \beta}\right\|_{L^{2}\left(Q_{t}\right)}+\left\|\xi_{\alpha, \beta}+F_{2}^{\prime}\left(\varphi_{\alpha, \beta}\right)\right\|_{L^{2}\left(0, t ; L^{1}(\Omega)\right)}+\chi\left\|\sigma_{\alpha, \beta}\right\|_{L^{2}(0, t ; H)} \\
& \leq C\left(1+\beta^{2} \int_{Q_{t}}\left|\partial_{t} \varphi_{\alpha, \beta}\right|^{2}+\sup _{s \in[0, t]} \int_{\Omega} F\left(\varphi_{\alpha, \beta}(s)\right)+\sup _{s \in[0, t]}\left\|\sigma_{\alpha, \beta}(s)\right\|^{2}\right),
\end{aligned}
$$

for a certain constant $C>0$, independent of $\alpha$. Putting this information together, we first choose $t \in\left[0, T_{0}\right]$, where $T_{0} \in(0, T]$ is fixed sufficiently small so that the term corresponding to $t^{1 / 2}$ can be incorporated on the left-hand side, for example by picking a $T_{0}$ such that

$$
(\mathcal{P}+\mathcal{A})\|f\|_{L^{\infty}(\mathbb{R})} T_{0}^{1 / 2}<\frac{1}{C}
$$

We then take supremum in $t \in\left[0, T_{0}\right]$ on the left-hand side of the inequality (4.74) and rearrange the terms: the estimate can be closed on the time interval $\left[0, T_{0}\right]$ using the Gronwall lemma. As the choice of $T_{0}$ is independent of $\alpha, \beta$, and of the initial data (it only depends on $\mathcal{A}, \mathcal{P}, C_{F}, f$, and $\chi$ ), repeating the same argument we can close the estimate also on $\left[T_{0}, 2 T_{0}\right]$, and so on, so that a classical patching argument guarantees the existence of a constant $C>0$, independent of $\alpha$, such that

$$
\begin{align*}
\left\|\varphi_{\alpha, \beta}\right\|_{H^{1}(0, T ; H) \cap L^{\infty}(0, T ; V)}+\left\|\sigma_{\alpha, \beta}\right\|_{L^{\infty}(0, T ; H) \cap L^{2}(0, T ; V)} \leq C,  \tag{4.75}\\
\left\|\left(\mu_{\alpha, \beta}\right)_{\Omega}\right\|_{L^{2}(0, T)}+\left\|\nabla \mu_{\alpha, \beta}\right\|_{L^{2}(0, T ; H)}+\alpha^{1 / 2}\left\|\mu_{\alpha, \beta}\right\|_{L^{\infty}(0, T ; H)} \leq C . \tag{4.76}
\end{align*}
$$

From estimate (4.76), the Poincaré-Wirtinger inequality (2.4) yields

$$
\begin{equation*}
\left\|\mu_{\alpha, \beta}\right\|_{L^{2}(0, T ; V)} \leq C \tag{4.77}
\end{equation*}
$$

Lastly, by comparison in (4.3), we also deduce that

$$
\begin{equation*}
\left\|\sigma_{\alpha, \beta}\right\|_{H^{1}\left(0, T ; V^{*}\right)} \leq C, \tag{4.78}
\end{equation*}
$$

while by comparison in (4.2) we have that

$$
\begin{equation*}
\left\|\xi_{\alpha, \beta}\right\|_{L^{2}(0, T ; H)} \leq C \tag{4.79}
\end{equation*}
$$

## Passage to the Limit

From the estimates (4.75)-(4.79) and classical compactness arguments, we infer the existence of a quadruplet $\left(\varphi_{\beta}, \mu_{\beta}, \sigma_{\beta}, \xi_{\beta}\right)$ with

$$
\begin{array}{ll}
\varphi_{\beta} \in H^{1}(0, T ; H) \cap L^{\infty}(0, T ; V), & \mu_{\beta} \in L^{2}(0, T ; V), \\
\sigma_{\beta} \in H^{1}\left(0, T ; V^{*}\right) \cap L^{2}(0, T ; V), & \xi_{\beta} \in L^{2}(0, T ; H),
\end{array}
$$

such that, as $\alpha \rightarrow 0$, along a non-relabelled subsequence, it holds that the weak, weak star and strong convergences (4.67)-(4.71) and (4.72)-(4.73) are fulfilled. We are then
left to show that $\left(\varphi_{\beta}, \mu_{\beta}, \sigma_{\beta}, \xi_{\beta}\right)$ yields a solution to 4.1)-(4.5) with $\alpha=0$ in the sense of Theorem 4.9. In this direction, let us exploit the strong convergence of the phase variable (4.72) along with the continuity and boundedness of $f$, and Lebesgue convergence theorem, to deduce that, as $\alpha \rightarrow 0$,

$$
\begin{aligned}
f\left(\varphi_{\alpha, \beta}\right) & \rightarrow f\left(\varphi_{\beta}\right) \quad \text { strongly in } L^{p}(Q) \quad \forall p \geq 1, \\
F_{2}^{\prime}\left(\varphi_{\alpha, \beta}\right) & \rightarrow F_{2}^{\prime}\left(\varphi_{\beta}\right) \quad \text { strongly in } C^{0}([0, T] ; H) .
\end{aligned}
$$

Moreover, the strong-weak closure of $\partial F_{1}$ (see, e.g., [12, Cor. 2.4, p. 41]) entails that $\xi_{\beta} \in \partial F_{1}\left(\varphi_{\beta}\right)$ almost everywhere in $Q$. Lastly, it is not difficult to pass to the limit in the weak formulation of (4.1)-(4.5) to conclude that $\left(\mu_{\beta}, \varphi_{\beta}, \sigma_{\beta}, \xi_{\beta}\right)$ solves (4.1)-(4.5) with $\alpha=0$, as we claimed. The comparison principle for $\sigma_{\beta}$ can be then obtained repeating the argument of the proof of Theorem 4.1 leading to $\sigma_{\beta} \in L^{\infty}(Q)$. This concludes the proof of Theorem 4.9.

Theorem 4.10 (Error estimate: $\alpha \rightarrow 0$ ). In the setting of Theorem 4.9. suppose also that

$$
\begin{equation*}
F \in C^{1}(\mathbb{R}), \quad\left|F^{\prime}(r)-F^{\prime}(s)\right| \leq C_{F}\left(1+|r|^{2}+|s|^{2}\right)|r-s|, \quad r, s \in \mathbb{R} \tag{4.80}
\end{equation*}
$$

and that there exists $M_{0}>0$ such that

$$
\begin{equation*}
\alpha^{1 / 4}\left(\left\|\mu_{0, \alpha, \beta}\right\|_{V}+\left\|\sigma_{0, \alpha, \beta}\right\|_{V}+\left\|F^{\prime}\left(\varphi_{0, \alpha, \beta}\right)\right\|\right) \leq M_{0} \quad \forall \alpha \in\left(0, \alpha_{0}\right) . \tag{4.81}
\end{equation*}
$$

Then the solution $\left(\varphi_{\beta}, \mu_{\beta}, \sigma_{\beta}, \xi_{\beta}\right)$ to the system (4.1)-(4.5) with $\alpha=0$ is unique, the convergences obtained in Theorem 4.9 hold along the entire sequence $\alpha \rightarrow 0$, and there exists $K_{\beta}>0$, independent of $\alpha$, such that the following error estimate holds:

$$
\begin{aligned}
& \left\|\varphi_{\alpha, \beta}-\varphi_{\beta}\right\|_{L^{\infty}(0, T ; H)}+\left\|\mu_{\alpha, \beta}-\mu_{\beta}\right\|_{L^{2}(0, T ; V)}+\left\|\sigma_{\alpha, \beta}-\sigma_{\beta}\right\|_{L^{\infty}(0, T ; H) \cap L^{2}(0, T ; V)} \\
& \quad \leq K_{\beta}\left(\alpha^{1 / 4}+\left\|\varphi_{0, \alpha, \beta}-\varphi_{0, \beta}\right\|+\left\|\sigma_{0, \alpha, \beta}-\sigma_{0, \beta}\right\|\right) .
\end{aligned}
$$

Remark 4.11. Note that given $\left(\varphi_{0, \beta}, \sigma_{0, \beta}\right)$ satisfying (4.64), a natural choice for the approximating sequence of initial data $\left(\varphi_{0, \alpha, \beta}, \sigma_{0, \alpha, \beta}\right)$ satisfying (4.65)-(4.66) and (4.81) is given by the solutions to the elliptic problems

$$
\varphi_{0, \alpha, \beta}+\alpha^{1 / 2} \mathcal{R} \varphi_{0, \alpha, \beta}=\varphi_{0, \beta}, \quad \sigma_{0, \alpha, \beta}+\alpha^{1 / 2} \mathcal{R} \sigma_{0, \alpha, \beta}=\sigma_{0, \beta},
$$

being $\mathcal{R}$ the Riesz isomorphism introduced in Section 2.4.1 In this case, iffor example $\sigma_{0, \beta} \in V$, it is immediate to check that

$$
\left\|\varphi_{0, \alpha, \beta}-\varphi_{0, \beta}\right\|+\left\|\sigma_{0, \alpha, \beta}-\sigma_{0, \beta}\right\| \leq M_{0} \alpha^{1 / 4}
$$

for a certain $M_{0}>0$, so that the rate of convergence given by Theorem 4.10 is exactly $1 / 4$.

Proof of Theorem 4.10 First of all, we need to deduce an additional estimate of $\partial_{t} \mu_{\alpha, \beta}$. Arguing as in the proof of Theorem 4.3, by considering (4.47) and multiplying it by
$\alpha^{1 / 2}$ (recall that $\eta=0$ ), we obtain

$$
\begin{aligned}
& \alpha^{3 / 2} \int_{Q_{t}}\left|\partial_{t} \mu_{\alpha, \beta}\right|^{2}+\frac{\alpha^{1 / 2}}{2}\left\|\nabla \mu_{\alpha, \beta}(t)\right\|^{2}+\frac{\beta \alpha^{1 / 2}}{2}\left\|\partial_{t} \varphi_{\alpha, \beta}(t)\right\|^{2}+C_{0} \alpha^{1 / 2} \int_{Q_{t}}\left|\partial_{t} \varphi_{\alpha, \beta}\right|^{2} \\
& \quad+\alpha^{1 / 2} \int_{Q_{t}}\left|\partial_{t} \sigma_{\alpha, \beta}\right|^{2}+\frac{\alpha^{1 / 2}}{2}\left\|\nabla \sigma_{\alpha, \beta}(t)\right\|^{2} \\
& \quad \leq \frac{\alpha^{1 / 2}}{2}\left\|\nabla \mu_{0, \alpha, \beta}\right\|^{2}+\frac{\beta \alpha^{1 / 2}}{2}\left\|\partial_{t} \varphi_{\alpha, \beta}(0)\right\|^{2}+\frac{\alpha^{1 / 2}}{2}\left\|\nabla \sigma_{0, \alpha, \beta}\right\|^{2} \\
& \quad+\alpha^{1 / 2} \int_{Q_{t}}\left(\mathcal{P} \sigma_{\alpha, \beta}-\mathcal{A}\right) f\left(\varphi_{\alpha, \beta}\right) \partial_{t} \mu_{\alpha, \beta} \\
& \quad+\alpha^{1 / 2} \int_{Q_{t}}\left(J *\left(\partial_{t} \varphi_{\alpha, \beta}\right)+\chi \partial_{t} \sigma_{\alpha, \beta}\right) \partial_{t} \varphi_{\alpha, \beta} \\
& \quad+\alpha^{1 / 2} \int_{Q_{t}}\left(\mathcal{B}\left(\sigma_{S}-\sigma_{\alpha, \beta}\right)-C h\left(\varphi_{\alpha, \beta}\right) \sigma_{\alpha, \beta}\right) \partial_{t} \sigma_{\alpha, \beta} .
\end{aligned}
$$

The last two terms on the right-hand side can be easily handled as in the proof of Theorem 4.3. using the averaged Young inequality. Moreover, since $\partial_{t} \varphi_{\alpha, \beta}(0)$ satisfies

$$
\mu_{0, \alpha, \beta}=\beta \partial_{t} \varphi_{\alpha, \beta}(0)+a \varphi_{0, \alpha, \beta}-J * \varphi_{0, \alpha, \beta}+F^{\prime}\left(\varphi_{0, \alpha, \beta}\right)-\chi \sigma_{0, \alpha, \beta},
$$

the first three terms on the right-hand side of the inequality above are uniformly bounded in $\alpha$ thanks to the assumptions (4.65)-(4.66) and (4.81). As for the fourth term, this can be treated using integration by parts in time and the boundedness of $\sigma_{\alpha, \beta}$ in (4.15) as

$$
\begin{aligned}
& -\alpha^{1 / 2} \mathcal{P} \int_{Q_{t}} \partial_{t} \sigma_{\alpha, \beta} f\left(\varphi_{\alpha, \beta}\right) \mu_{\alpha, \beta}-\alpha^{1 / 2} \int_{Q_{t}}\left(\mathcal{P} \sigma_{\alpha, \beta}-\mathcal{A}\right) f^{\prime}\left(\varphi_{\alpha, \beta}\right) \partial_{t} \varphi_{\alpha, \beta} \mu_{\alpha, \beta} \\
& \quad+\alpha^{1 / 2} \int_{\Omega}\left(\mathcal{P} \sigma_{\alpha, \beta}(t)-\mathcal{A}\right) f\left(\varphi_{\alpha, \beta}(t)\right) \mu_{\alpha, \beta}(t) \\
& \quad-\alpha^{1 / 2} \int_{\Omega}\left(\mathcal{P} \sigma_{0, \alpha, \beta}-\mathcal{A}\right) f\left(\varphi_{0, \alpha, \beta}\right) \mu_{0, \alpha, \beta} \\
& \leq \\
& \quad \frac{\alpha^{1 / 2}}{4} \int_{Q_{t}}\left|\partial_{t} \sigma_{\alpha, \beta}\right|^{2}+\alpha^{1 / 2} \mathcal{P}^{2}\|f\|_{L^{\infty}(\mathbb{R})}^{2}\left\|\mu_{\alpha, \beta}\right\|_{L^{2}(0, T ; H)}^{2} \\
& \quad+\alpha^{1 / 2}(\mathcal{P}+\mathcal{A})\|f\|_{W^{1, \infty}(\mathbb{R})}\left(\left\|\partial_{t} \varphi_{\alpha, \beta}\right\|_{L^{2}(0, T ; H)}\left\|\mu_{\alpha, \beta}\right\|_{L^{2}(0, T ; H)}+2\left\|\mu_{\alpha, \beta}\right\|_{C^{0}([0, T] ; H)}\right),
\end{aligned}
$$

where the right-hand side is uniformly bounded in $\alpha$ thanks to (4.75)-(4.79). Putting this information together, we deduce that

$$
\begin{align*}
& \alpha^{3 / 4}\left\|\mu_{\alpha, \beta}\right\|_{H^{1}(0, T ; H)}+\alpha^{1 / 4}\left\|\mu_{\alpha, \beta}\right\|_{L^{\infty}(0, T ; V)} \leq C  \tag{4.82}\\
& \alpha^{1 / 4}\left\|\varphi_{\alpha, \beta}\right\|_{W^{1, \infty}(0, T ; H)}+\alpha^{1 / 4}\left\|\sigma_{\alpha, \beta}\right\|_{H^{1}(0, T ; H) \cap L^{\infty}(0, T ; V)} \leq C . \tag{4.83}
\end{align*}
$$

We are now ready to show the error estimate. Taking the difference between the unique solution ( $\mu_{\alpha, \beta}, \varphi_{\alpha, \beta}, \sigma_{\alpha, \beta}, \xi_{\alpha, \beta}$ ) to (4.1)-(4.5) with $\alpha, \beta>0$ and $\eta=0$ and the
solution $\left(\mu_{\beta}, \varphi_{\beta}, \sigma_{\beta}, \xi_{\beta}\right)$ to (4.1)-(4.5) with $\alpha=\eta=0$ obtained in Theorem 4.9 leads us to

$$
\begin{array}{ll}
\alpha \partial_{t} \mu_{\alpha, \beta}+\partial_{t} \varphi-\Delta \mu=\mathcal{P} \sigma f\left(\varphi_{\alpha, \beta}\right)+\left(\mathcal{P} \sigma_{\beta}-\mathcal{A}\right)\left(f\left(\varphi_{\alpha, \beta}\right)-f\left(\varphi_{\beta}\right)\right) & \text { in } Q, \\
\mu=\beta \partial_{t} \varphi+a \varphi-J * \varphi+F^{\prime}\left(\varphi_{\alpha, \beta}\right)-F^{\prime}\left(\varphi_{\beta}\right)-\chi \sigma & \text { in } Q, \\
\partial_{t} \sigma-\Delta \sigma+\mathcal{B} \sigma+\mathcal{C} \sigma f\left(\varphi_{\alpha, \beta}\right)=\mathcal{C} \sigma_{\beta}\left(f\left(\varphi_{\beta}\right)-f\left(\varphi_{\alpha, \beta}\right)\right) & \text { in } Q, \\
\partial_{\mathbf{n}} \mu=\partial_{\mathbf{n}} \sigma=0 & \text { on } \Sigma,  \tag{4.87}\\
\varphi(0)=\varphi_{0}, \quad \sigma(0)=\sigma_{0} & \text { in } \Omega,
\end{array}
$$

where the equations are intended in the usual variational setting, and where we have set

$$
\begin{aligned}
\varphi & :=\varphi_{\alpha, \beta}-\varphi_{\beta}, \quad \mu:=\mu_{\alpha, \beta}-\mu_{\beta}, \quad \sigma:=\sigma_{\alpha, \beta}-\sigma_{\beta}, \\
\varphi_{0} & :=\varphi_{0, \alpha, \beta}-\varphi_{0, \beta}, \quad \sigma_{0}:=\sigma_{0, \alpha, \beta}-\sigma_{0, \beta} .
\end{aligned}
$$

Next, we multiply (4.84) by $\beta \mu$, (4.85) by $\mu-\varphi,(4.86)$ by $\sigma$, add the resulting equality and integrate over $Q_{t}$ to obtain, thanks to assumption B5,

$$
\begin{aligned}
& \int_{Q_{t}}|\mu|^{2}+\beta \int_{Q_{t}}|\nabla \mu|^{2}+\frac{\beta}{2}\|\varphi(t)\|^{2}+C_{0} \int_{Q_{t}}|\varphi|^{2}+\frac{1}{2}\|\sigma(t)\|^{2} \\
&+\int_{Q_{t}}|\nabla \sigma|^{2}+\int_{Q_{t}}\left(\mathcal{B}+C h\left(\varphi_{\alpha, \beta}\right)\right)|\sigma|^{2} \\
& \leq \frac{\beta}{2}\left\|\varphi_{0}\right\|^{2}+\frac{1}{2}\left\|\sigma_{0}\right\|^{2}-\int_{Q_{t}} \alpha \partial_{t} \mu_{\alpha, \beta} \beta \mu \\
&+\int_{Q_{t}}(\mu+\chi \sigma) \varphi+\int_{Q_{t}} \mathcal{C} \sigma_{\beta}\left(f\left(\varphi_{\beta}\right)-f\left(\varphi_{\alpha, \beta}\right)\right) \sigma \\
&+\beta \int_{Q_{t}}\left[\mathcal{P} \sigma f\left(\varphi_{\alpha, \beta}\right)+\left(\mathcal{P} \sigma_{\beta}-\mathcal{A}\right)\left(f\left(\varphi_{\alpha, \beta}\right)-f\left(\varphi_{\beta}\right)\right)\right] \mu \\
&+\int_{Q_{t}}\left(a \varphi-J * \varphi+F^{\prime}\left(\varphi_{\alpha, \beta}\right)-F^{\prime}\left(\varphi_{\beta}\right)-\chi \sigma\right) \mu=: \mathbb{I}_{1}+\mathbb{I}_{2}+\mathbb{I}_{3}+\mathbb{I}_{4} .
\end{aligned}
$$

Let us estimate the terms on the right-hand side separately. The third and fourth ones yield, thanks to the Young inequality and the refined estimate (4.82),

$$
\begin{aligned}
\left|\mathbb{I}_{1}^{3}\right|+\left|\mathbb{I}_{2}^{1}\right| & \leq \frac{1}{2} \int_{Q_{t}}|\mu|^{2}+\beta^{2} \alpha^{2}\left\|\partial_{t} \mu_{\alpha, \beta}\right\|_{L^{2}(0, T ; H)}^{2}+2 \int_{Q_{t}}|\varphi|^{2}+\frac{\chi^{2}}{4} \int_{Q_{t}}|\sigma|^{2} \\
& \leq C \alpha^{1 / 2}+\frac{1}{2} \int_{Q_{t}}|\mu|^{2}+2 \int_{Q_{t}}|\varphi|^{2}+\frac{\chi^{2}}{4} \int_{Q_{t}}|\sigma|^{2},
\end{aligned}
$$

for a certain constant $C$ independent of $\alpha$. The fifth and sixth terms can be easily handled using the Young inequality, the Lipschitz continuity and boundedness of $f$, and the uniform bound $\left\|\sigma_{\beta}\right\|_{L^{\infty}(Q)} \leq 1$, as

$$
\begin{aligned}
\left|\mathbb{I}_{2}^{2}\right|+\left|\mathbb{I}_{3}\right| \leq & \frac{1}{4} \int_{Q_{t}}|\mu|^{2}+\|f\|_{W^{1, \infty}(\mathbb{R})}^{2}\left(\left(2 \beta^{2} \mathcal{P}^{2}+\mathcal{C}^{2}\right) \int_{Q_{t}}|\sigma|^{2}\right. \\
& \left.+\left(\frac{1}{4}+2 \beta^{2}(\mathcal{P}+\mathcal{A})^{2}\right) \int_{Q_{t}}|\varphi|^{2}\right) .
\end{aligned}
$$

Moreover, the last term satisfies, thanks to the Young inequality and the growth assumption (4.80),

$$
\begin{aligned}
\left|\mathbb{I}_{4}\right| \leq & \frac{1}{8} \int_{Q_{t}}|\mu|^{2}+12\left(a^{*}\right)^{2} \int_{Q_{t}}|\varphi|^{2}+6 \chi^{2} \int_{Q_{t}}|\sigma|^{2} \\
& +C_{F} \int_{Q_{t}}\left(1+\left|\varphi_{\alpha, \beta}\right|^{2}+\left|\varphi_{\beta}\right|^{2}\right)|\varphi||\mu|,
\end{aligned}
$$

where, thanks to the inclusion $V \subset L^{6}(\Omega)$ and the Hölder inequality,

$$
\begin{aligned}
& \int_{Q_{t}}\left(1+\left|\varphi_{\alpha, \beta}\right|^{2}+\left|\varphi_{\beta}\right|^{2}\right)|\varphi \| \mu| \\
& \quad \leq \int_{0}^{t}\left(|\Omega|^{1 / 3}+\left\|\varphi_{\alpha, \beta}\right\|_{6}^{2}+\left\|\varphi_{\beta}\right\|_{6}^{2}\right)\|\varphi(s)\|\|\mu(s)\|_{6} \mathrm{ds} \\
& \quad \leq C\left(1+\left\|\varphi_{\alpha, \beta}\right\|_{L^{\infty}(0, T ; V)}^{2}+\left\|\varphi_{\beta}\right\|_{L^{\infty}(0, T ; V)}^{2}\right) \int_{0}^{t}\|\varphi(s)\|\|\mu(s)\|_{V} \mathrm{ds},
\end{aligned}
$$

which yields, thanks to the estimate (4.75) and again the Young inequality, that

$$
\int_{Q_{t}}\left(1+\left|\varphi_{\alpha, \beta}\right|^{2}+\left|\varphi_{\beta}\right|^{2}\right)\left|\varphi \left\|\left.\mu\left|\leq \min \{1 / 16, \beta / 2\}\|\mu\|_{L^{2}(0, t ; V)}^{2}+C_{\beta} \int_{Q_{t}}\right| \varphi\right|^{2}\right.\right.
$$

for a certain constant $C_{\beta}>0$ independent of $\alpha$. Hence, collecting the above estimates we obtain

$$
\begin{aligned}
& \min \{1 / 16, \beta / 2\}\|\mu\|_{L^{2}(0, t ; V)}^{2}+\frac{\beta}{2}\|\varphi(t)\|^{2}+\frac{1}{2}\|\sigma(t)\|^{2}+\int_{Q_{t}}|\nabla \sigma|^{2} \\
& \quad \leq C\left(\alpha^{1 / 2}+\frac{\beta}{2}\left\|\varphi_{0}\right\|^{2}+\frac{1}{2}\left\|\sigma_{0}\right\|^{2}+\int_{Q_{t}}|\varphi|^{2}+\int_{Q_{t}}|\sigma|^{2}\right)
\end{aligned}
$$

where the updated constant $C$ depends on $\beta$, and the initial data $\left(\varphi_{0, \beta}, \sigma_{0, \beta}\right)$. The error estimate follows then by the Gronwall lemma.

Finally, it is not difficult to check that the error estimate performed here yields uniqueness of the solution $\left(\varphi_{\beta}, \mu_{\beta}, \sigma_{\beta}, \xi_{\beta}\right)$ for the system (4.1)-(4.5) at $\alpha=0$. This reality implies then that the convergences as $\alpha \rightarrow 0$ hold along the entire sequence $\alpha$ which completes the proof of Theorem 4.10.

### 4.3.2 Asymptotics Analysis as $\boldsymbol{\beta} \rightarrow 0$

The second asymptotic study that we are going to address is the one as $\beta \rightarrow 0$, when $\alpha \in\left(0, \alpha_{0}\right)$ is fixed. In this case, the presence of the parabolic regularisation on $\mu$ provided by $\alpha \partial_{t} \mu$ with $\alpha>0$ allows considering also very general potentials and to avoid limiting assumptions as 4.63). Let us mention that the limit as $\beta \rightarrow 0$ corresponds to a vanishing viscosity argument on the system in consideration. We expect then to lose, at the limit $\beta=0$, temporal regularity on the phase variable, as well as the separation principle.

Theorem 4.12 (Asymptotics: $\beta \rightarrow 0$ ). Assume B1-B5, $\alpha \in\left(0, \alpha_{0}\right)$, and

$$
\begin{equation*}
0 \leq \chi<\sqrt{c_{a}}, \quad\left(\chi+\eta+4 c_{a} \chi\right)^{2}<8 c_{a} C_{0}+4 \chi \eta . \tag{4.89}
\end{equation*}
$$

Moreover, let us suppose that

$$
\begin{equation*}
\varphi_{0, \alpha}, \mu_{0, \alpha}, \sigma_{0, \alpha} \in H, \quad F\left(\varphi_{0, \alpha}\right) \in L^{1}(\Omega) \tag{4.90}
\end{equation*}
$$

For every $\beta \in\left(0, \beta_{0}\right)$, let the initial data $\left(\varphi_{0, \alpha, \beta}, \mu_{0, \alpha, \beta}, \sigma_{0, \alpha, \beta}\right)$ satisfy (4.7), and denote by $\left(\varphi_{\alpha, \beta}, \mu_{\alpha, \beta}, \sigma_{\alpha, \beta}, \xi_{\alpha, \beta}\right)$ the corresponding weak solution to (4.1)-(4.5) obtained from Theorem 4.1. Suppose also that, as $\beta \rightarrow 0$,

$$
\begin{array}{ll}
\varphi_{0, \alpha, \beta} \rightarrow \varphi_{0, \alpha} & \text { strongly in } H, \quad \mu_{0, \alpha, \beta} \rightarrow \mu_{0, \alpha} \quad \text { strongly in } H, \\
\sigma_{0, \alpha, \beta} \rightarrow \sigma_{0, \alpha} & \text { strongly in } H, \tag{4.91}
\end{array}
$$

and

$$
\begin{equation*}
\exists M_{0}>0: \quad \beta^{1 / 2}\left\|\varphi_{0, \alpha, \beta}\right\|_{V}+\left\|F\left(\varphi_{0, \alpha, \beta}\right)\right\|_{L^{1}(\Omega)} \leq M_{0} \quad \forall \beta \in\left(0, \beta_{0}\right) . \tag{4.92}
\end{equation*}
$$

Then, there exists a quadruplet $\left(\varphi_{\alpha}, \mu_{\alpha}, \sigma_{\alpha}, \xi_{\alpha}\right)$, with

$$
\begin{aligned}
\varphi_{\alpha}, \mu_{\alpha} & \in L^{\infty}(0, T ; H) \cap L^{2}(0, T ; V), \\
\alpha \mu_{\alpha}+\varphi_{\alpha} & \in H^{1}\left(0, T ; V^{*}\right) \cap L^{2}(0, T ; V), \\
\sigma_{\alpha} & \in H^{1}\left(0, T ; V^{*}\right) \cap L^{2}(0, T ; V), \\
\xi_{\alpha} & \in L^{2}(0, T ; V),
\end{aligned}
$$

such that

$$
\begin{aligned}
& \left\langle\partial_{t}\left(\alpha \mu_{\alpha}+\varphi_{\alpha}\right), v\right\rangle+\int_{\Omega} \nabla \mu_{\alpha} \cdot \nabla v=\int_{\Omega}\left(\mathcal{P} \sigma_{\alpha}-\mathcal{A}\right) f\left(\varphi_{\alpha}\right) v, \\
& \left\langle\partial_{t} \sigma_{\alpha}, v\right\rangle+\int_{\Omega} \nabla \sigma_{\alpha} \cdot \nabla v+\mathcal{B} \int_{\Omega}\left(\sigma_{\alpha}-\sigma_{S}\right) v+\mathcal{C} \int_{\Omega} \sigma_{\alpha} f\left(\varphi_{\alpha}\right) v \\
& \quad=\eta \int_{\Omega} \nabla \varphi_{\alpha} \cdot \nabla v
\end{aligned}
$$

for every $v \in V$, almost everywhere in $(0, T)$, and

$$
\begin{array}{lll}
\mu_{\alpha}=a \varphi_{\alpha}-J * \varphi_{\alpha}+\xi_{\alpha}+F_{2}^{\prime}\left(\varphi_{\alpha}\right)-\chi \sigma_{\alpha}, & \xi_{\alpha} \in \partial F_{1}\left(\varphi_{\alpha}\right) & \text { a.e. in } Q, \\
\varphi_{\alpha}(0)=\varphi_{0, \alpha}, & \sigma_{\alpha}(0)=\sigma_{0, \alpha} & \text { a.e. in } \Omega .
\end{array}
$$

Moreover, as $\beta \rightarrow 0$, along a non-relabelled subsequence it holds that

$$
\begin{align*}
\varphi_{\alpha, \beta} \rightarrow \varphi_{\alpha} & \text { weakly star in } L^{\infty}(0, T ; H) \cap L^{2}(0, T ; V),  \tag{4.93}\\
\mu_{\alpha, \beta} \rightarrow \mu_{\alpha} & \text { weakly star in } L^{\infty}(0, T ; H) \cap L^{2}(0, T ; V),  \tag{4.94}\\
\alpha \mu_{\alpha, \beta}+\varphi_{\alpha, \beta} \rightarrow \alpha \mu_{\alpha}+\varphi_{\alpha} & \text { weakly in } H^{1}\left(0, T ; V^{*}\right) \cap L^{2}(0, T ; V),  \tag{4.95}\\
\sigma_{\alpha, \beta} \rightarrow \sigma_{\alpha} & \text { weakly in } H^{1}\left(0, T ; V^{*}\right) \cap L^{2}(0, T ; V),  \tag{4.96}\\
\xi_{\alpha, \beta} \rightarrow \xi_{\alpha} & \text { weakly in } L^{2}(0, T ; H),  \tag{4.97}\\
\beta \varphi_{\alpha, \beta} \rightarrow 0 & \text { strongly in } H^{1}(0, T ; H) \cap L^{\infty}(0, T ; V), \tag{4.98}
\end{align*}
$$
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hence in particular that

$$
\begin{align*}
& \varphi_{\alpha, \beta} \rightarrow \varphi_{\alpha} \text { strongly in } L^{2}(0, T ; H), \quad \mu_{\alpha, \beta} \rightarrow \mu_{\alpha} \text { strongly in } L^{2}(0, T ; H),  \tag{4.99}\\
& \sigma_{\alpha, \beta} \rightarrow \sigma_{\alpha} \text { strongly in } C^{0}\left([0, T] ; V^{*}\right) \cap L^{2}(0, T ; H) . \tag{4.100}
\end{align*}
$$

Furthermore, if $\eta=0$ and $\sigma_{0, \alpha, \beta}$ satisfies (4.14) for all $\beta>0$, then the limit $\sigma_{\alpha}$ satisfies (4.15) as well, and

$$
\sigma_{\alpha, \beta} \rightarrow \sigma_{\alpha} \quad \text { weakly star in } L^{\infty}(Q) .
$$

Proof of Theorem 4.12. To begin with, we present some a priori estimates.

## Uniform Estimates

Performing the same estimates as the proof of Theorem 4.1, and noting that the constant $C$ in (4.24) is independent of $\alpha$ and $\beta$, we infer that

$$
\begin{align*}
& \frac{\alpha}{2}\left\|\mu_{\alpha, \beta}(t)\right\|^{2}+\left(1+4 c_{a} \alpha\right) \int_{Q_{t}}\left|\nabla \mu_{\alpha, \beta}\right|^{2}+\beta \int_{Q_{t}}\left|\partial_{t} \varphi_{\alpha, \beta}\right|^{2} \\
& \quad+\frac{1}{2}\left\|\sigma_{\alpha, \beta}(t)\right\|^{2}+\int_{Q_{t}}\left|\nabla \sigma_{\alpha, \beta}\right|^{2}+2 c_{a}\left\|\left(\alpha \mu_{\alpha, \beta}+\varphi_{\alpha, \beta}\right)(t)\right\|^{2} \\
& \quad+2 c_{a} \beta\left\|\nabla \varphi_{\alpha, \beta}(t)\right\|^{2}+2 c_{a} C_{0} \int_{Q_{t}}\left|\nabla \varphi_{\alpha, \beta}\right|^{2} \\
& \leq \\
& \quad \frac{3}{2} \alpha\left\|\mu_{0, \alpha, \beta}\right\|^{2}+\left(a^{*}+4 c_{a}\right)\left\|\varphi_{0, \alpha, \beta}\right\|^{2}+2 c_{a} \beta\left\|\nabla \varphi_{0, \alpha, \beta}\right\|^{2} \\
& \quad+\left\|F\left(\varphi_{0, \alpha, \beta}\right)\right\|_{L^{1}(\Omega)}+\frac{1}{2}\left\|\sigma_{0, \alpha, \beta}\right\|^{2}+\frac{c_{a}}{2}\left\|\varphi_{\alpha, \beta}(t)\right\|^{2}+\chi \int_{Q_{t}} \sigma_{\alpha, \beta} \partial_{t} \varphi_{\alpha, \beta} \\
& \quad+\left(\eta+4 c_{a} \chi\right) \int_{Q_{t}} \nabla \sigma_{\alpha, \beta} \cdot \nabla \varphi_{\alpha, \beta} \\
& \quad+C\left(1+\int_{Q_{t}}\left|\alpha \mu_{\alpha, \beta}+\varphi_{\alpha, \beta}\right|^{2}+\int_{Q_{t}}\left|\varphi_{\alpha, \beta}\right|^{2}+\int_{Q_{t}}\left|\sigma_{\alpha, \beta}\right|^{2}\right)  \tag{4.101}\\
& \quad+\int_{Q_{t}}\left(\mathcal{P} \sigma_{\alpha, \beta}-\mathcal{A}\right) f\left(\varphi_{\alpha, \beta}\right) \mu_{\alpha, \beta} .
\end{align*}
$$

First of all, note that all the terms on the right-hand side referring to the initial data are uniformly bounded in $\beta$ due to assumptions (4.91)-(4.92). Moreover, since $\alpha \in$ $\left(0, \frac{1}{4 c_{a}}\right)$ we have a bound from below on the left-hand side in the form

$$
\begin{align*}
& 2 c_{a}\left\|\left(\alpha \mu_{\alpha, \beta}+\varphi_{\alpha, \beta}\right)(t)\right\|^{2}+\frac{\alpha}{2}\left\|\mu_{\alpha, \beta}(t)\right\|^{2} \\
& \quad \geq 2 c_{a}\left\|\left(\alpha \mu_{\alpha, \beta}+\varphi_{\alpha, \beta}\right)(t)\right\|^{2}+2 c_{a} \alpha^{2}\left\|\mu_{\alpha, \beta}(t)\right\|^{2} \\
& \quad \geq\left(c_{a}-\rho\right)\left\|\varphi_{\alpha, \beta}(t)\right\|^{2}+2 \rho \alpha^{2}\left\|\mu_{\alpha, \beta}(t)\right\|^{2} \tag{4.102}
\end{align*}
$$

for every $\rho \in\left(0, c_{a}\right)$. Hence the corresponding term $\frac{c_{a}}{2}\left\|\varphi_{\alpha, \beta}(t)\right\|^{2}$ on the right-hand side can be incorporated on the left-hand side of (4.101), provided we choose $\rho<c_{a} / 2$. Furthermore, from the boundedness of $f$ the last term in (4.101) can be easily handled
using the Young inequality and the Gronwall lemma. Hence, we only need to estimate the terms involving $\chi$ and $\eta$. To this end, we first use integration by parts and the equation (4.13) to deduce, thanks to the Young inequality and the boundedness of $f$, that

$$
\begin{align*}
& \chi \int_{Q_{t}} \sigma_{\alpha, \beta} \partial_{t} \varphi_{\alpha, \beta} \\
& \quad=-\chi \int_{0}^{t}\left\langle\partial_{t} \sigma_{\alpha, \beta}(s), \varphi_{\alpha, \beta}(s)\right\rangle \mathrm{ds}+\chi \int_{\Omega} \sigma_{\alpha, \beta}(t) \varphi_{\alpha, \beta}(t)-\chi \int_{\Omega} \sigma_{0, \alpha, \beta} \varphi_{0, \alpha, \beta} \\
& \quad=\chi \int_{Q_{t}} \nabla \sigma_{\alpha, \beta} \cdot \nabla \varphi_{\alpha, \beta}+\chi \int_{Q_{t}}\left(\mathcal{B}\left(\sigma_{\alpha, \beta}-\sigma_{S}\right)+\mathcal{C} \sigma_{\alpha, \beta} f\left(\varphi_{\alpha, \beta}\right)\right) \varphi_{\alpha, \beta} \\
& \quad-\chi \eta \int_{Q_{t}}\left|\nabla \varphi_{\alpha, \beta}\right|^{2}+\chi \int_{\Omega} \sigma_{\alpha, \beta}(t) \varphi_{\alpha, \beta}(t)-\chi \int_{\Omega} \sigma_{0, \alpha, \beta} \varphi_{0, \alpha, \beta} \\
& \quad \leq \chi \int_{Q_{t}} \nabla \sigma_{\alpha, \beta} \cdot \nabla \varphi_{\alpha, \beta}-\chi \eta \int_{Q_{t}}\left|\nabla \varphi_{\alpha, \beta}\right|^{2}+C\left(1+\int_{Q_{t}}\left|\varphi_{\alpha, \beta}\right|^{2}+\int_{Q_{t}}\left|\sigma_{\alpha, \beta}\right|^{2}\right) \\
& \quad+\delta \chi^{2}\left\|\varphi_{\alpha, \beta}(t)\right\|^{2}+\frac{1}{4 \delta}\left\|\sigma_{\alpha, \beta}(t)\right\|^{2} \tag{4.103}
\end{align*}
$$

for every $\delta>0$. Now, it is immediate to check that assumption (4.89) yields $\frac{1}{2}<\frac{c_{a}}{2 \chi^{2}}$ (with the convention that $\frac{1}{\chi}=+\infty$ if $\chi=0$ ): hence

$$
\begin{equation*}
\exists \bar{\delta} \in\left(\frac{1}{2}, \frac{c_{a}}{2 \chi^{2}}\right) \quad \text { such that } \quad \bar{\delta} \chi^{2}<\frac{c_{a}}{2}, \quad \frac{1}{4 \bar{\delta}}<\frac{1}{2} \tag{4.104}
\end{equation*}
$$

so that we can incorporate the last two terms on the right-hand side of 4.103) on the left-hand side of (4.101). Taking these remarks into account, we are left with

$$
\begin{align*}
2 \rho \alpha^{2} \| & \left\|\mu_{\alpha, \beta}(t)\right\|^{2}+\left(\frac{c_{a}}{2}-\rho-\bar{\delta} \chi^{2}\right)\left\|\varphi_{\alpha, \beta}(t)\right\|^{2}+\left(1+4 c_{a} \alpha\right) \int_{Q_{t}}\left|\nabla \mu_{\alpha, \beta}\right|^{2} \\
& +\beta \int_{Q_{t}}\left|\partial_{t} \varphi_{\alpha, \beta}\right|^{2}+\left(\frac{1}{2}-\frac{1}{4 \bar{\delta}}\right)\left\|\sigma_{\alpha, \beta}(t)\right\|^{2}+\int_{Q_{t}}\left|\nabla \sigma_{\alpha, \beta}\right|^{2} \\
& +2 c_{a} \beta\left\|\nabla \varphi_{\alpha, \beta}(t)\right\|^{2}+\left(2 c_{a} C_{0}+\chi \eta\right) \int_{Q_{t}}\left|\nabla \varphi_{\alpha, \beta}\right|^{2} \\
\leq & C\left(1+\int_{Q_{t}}\left|\mu_{\alpha, \beta}\right|^{2}+\int_{Q_{t}}\left|\varphi_{\alpha, \beta}\right|^{2}+\int_{Q_{t}}\left|\sigma_{\alpha, \beta}\right|^{2}\right) \\
& +\left(\chi+\eta+4 c_{a} \chi\right) \int_{Q_{t}} \nabla \sigma_{\alpha, \beta} \cdot \nabla \varphi_{\alpha, \beta} \tag{4.105}
\end{align*}
$$

which holds for every $\rho \in\left(0, c_{a} / 2\right)$. By choosing $\bar{\delta}$ such that (4.104) are fulfilled, it is also possible to choose and fix $\bar{\rho} \in\left(0, c_{a} / 2\right)$ such that

$$
\frac{c_{a}}{2}-\bar{\rho}-\bar{\delta} \chi^{2}>0
$$

Next, we use again the averaged Young inequality to obtain, for every $\kappa>0$,

$$
\left(\chi+\eta+4 c_{a} \chi\right) \int_{Q_{t}} \nabla \sigma_{\alpha, \beta} \cdot \nabla \varphi_{\alpha, \beta} \leq \kappa \int_{Q_{t}}\left|\nabla \sigma_{\alpha, \beta}\right|^{2}+\frac{\left(\chi+\eta+4 c_{a} \chi\right)^{2}}{4 \kappa} \int_{Q_{t}}\left|\nabla \varphi_{\alpha, \beta}\right|^{2}
$$
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where the two terms on the right-hand side can be incorporated on the left-hand side of (4.105) provided to choose $\kappa$ such that

$$
\kappa<1, \quad \frac{\left(\chi+\eta+4 c_{a} \chi\right)^{2}}{4 \kappa}<2 c_{a} C_{0}+\chi \eta .
$$

Easy computations show that this is possible if and only if

$$
\frac{\left(\chi+\eta+4 c_{a} \chi\right)^{2}}{4\left(2 c_{a} C_{0}+\chi \eta\right)}<1,
$$

which is verified owing to (4.89).
Therefore, after rearranging the terms and using the Gronwall lemma, we infer that there exists a constant $C>0$, which may depend on $\alpha$, but it is independent of $\beta$, such that

$$
\begin{align*}
& \left\|\varphi_{\alpha, \beta}\right\|_{L^{\infty}(0, T ; H) \cap L^{2}(0, T ; V)}+\left\|\mu_{\alpha, \beta}\right\|_{L^{\infty}(0, T ; H) \cap L^{2}(0, T ; V)} \\
& \quad+\left\|\sigma_{\alpha, \beta}\right\|_{L^{\infty}(0, T ; H) \cap L^{2}(0, T ; V)} \leq C,  \tag{4.106}\\
& \beta^{1 / 2}\left\|\varphi_{\alpha, \beta}\right\|_{H^{1}(0, T ; H)}+\beta^{1 / 2}\left\|\varphi_{\alpha, \beta}\right\|_{L^{\infty}(0, T ; V)} \leq C, \tag{4.107}
\end{align*}
$$

yielding in turn, by comparison in equations (4.1) and (4.3),

$$
\begin{equation*}
\left\|\alpha \mu_{\alpha, \beta}+\varphi_{\alpha, \beta}\right\|_{H^{1}\left(0, T ; V^{*}\right)}+\left\|\sigma_{\alpha, \beta}\right\|_{H^{1}\left(0, T ; V^{*}\right)} \leq C \tag{4.108}
\end{equation*}
$$

Testing equation (4.2) by $\xi_{\alpha, \beta}$ and using the estimate (4.106), its is a standard matter to deduce also that

$$
\begin{equation*}
\left\|\xi_{\alpha, \beta}\right\|_{L^{2}(0, T ; H)} \leq C \tag{4.109}
\end{equation*}
$$

## Passage to the Limit

The estimates (4.106-(4.109) and Lemma 2.4 ensure that there exists a quadruplet $\left(\varphi_{\alpha}, \mu_{\alpha}, \sigma_{\alpha}, \xi_{\alpha}\right)$ with

$$
\begin{aligned}
& \varphi_{\alpha}, \mu_{\alpha} \in L^{\infty}(0, T ; H) \cap L^{2}(0, T ; V), \\
& \lambda_{\alpha}:=\alpha \mu_{\alpha}+\varphi_{\alpha} \in H^{1}\left(0, T ; V^{*}\right) \cap L^{2}(0, T ; V), \\
& \sigma_{\alpha} \in H^{1}\left(0, T ; V^{*}\right) \cap L^{2}(0, T ; V), \\
& \xi_{\alpha} \in L^{2}(0, T ; H),
\end{aligned}
$$

such that, as $\beta \rightarrow 0$ (on a subsequence) it holds that (4.93)-(4.98) and (4.99)-(4.100) are satisfied, and also that

$$
\begin{array}{ll}
\lambda_{\alpha, \beta} \rightarrow \lambda_{\alpha} & \text { weakly in } H^{1}\left(0, T ; V^{*}\right) \cap L^{2}(0, T ; V), \\
\lambda_{\alpha, \beta} \rightarrow \lambda_{\alpha} & \text { strongly in } C^{0}\left([0, T] ; V^{*}\right) \cap L^{2}(0, T ; H) .
\end{array}
$$

Moreover, let us claim that the above strong convergences imply the strong convergences

$$
\begin{equation*}
\mu_{\alpha, \beta} \rightarrow \mu_{\alpha} \text { strongly in } L^{2}(0, T ; H), \quad \varphi_{\alpha, \beta} \rightarrow \varphi_{\alpha} \text { strongly in } L^{2}(0, T ; H) \tag{4.110}
\end{equation*}
$$

To this end, we argue as in [39, Sec.3], checking that the sequence $\left\{\lambda_{\alpha, \beta}\right\}_{\beta}$ is a Cauchy sequence in $L^{2}(0, T ; H)$. In this direction, let us pick two arbitrary $\beta, \beta^{\prime}>0$ and take the difference of the corresponding equation (4.2) written for $\beta$ and $\beta^{\prime}$, respectively. Next, we multiply the resulting equation by $\alpha$, add to both sides the term $\varphi_{\alpha, \beta}-\varphi_{\alpha, \beta^{\prime}}$, test the resulting equation by $\varphi_{\alpha, \beta}-\varphi_{\alpha, \beta^{\prime}}$, and integrate over $Q_{t}$ to obtain

$$
\begin{aligned}
& \int_{Q_{t}}\left|\varphi_{\alpha, \beta}-\varphi_{\alpha, \beta^{\prime}}\right|^{2} \\
& \quad+\alpha \int_{Q_{t}}\left(a\left(\varphi_{\alpha, \beta}-\varphi_{\alpha, \beta^{\prime}}\right)+\xi_{\alpha, \beta}-\xi_{\alpha, \beta^{\prime}}+F_{2}^{\prime}\left(\varphi_{\alpha, \beta}\right)-F_{2}^{\prime}\left(\varphi_{\alpha, \beta^{\prime}}\right)\right)\left(\varphi_{\alpha, \beta}-\varphi_{\alpha, \beta^{\prime}}\right) \\
& \leq \int_{Q_{t}}\left(\left(\lambda_{\alpha, \beta}-\lambda_{\alpha, \beta^{\prime}}\right)-\alpha\left(\beta \partial_{t} \varphi_{\alpha, \beta}-\beta^{\prime} \partial_{t} \varphi_{\alpha, \beta^{\prime}}\right)+\alpha \chi\left(\sigma_{\alpha, \beta}-\sigma_{\alpha, \beta^{\prime}}\right)\right)\left(\varphi_{\alpha, \beta}-\varphi_{\alpha, \beta^{\prime}}\right) \\
& \quad+\alpha \int_{Q_{t}} J *\left(\varphi_{\alpha, \beta}-\varphi_{\alpha, \beta^{\prime}}\right)\left(\varphi_{\alpha, \beta}-\varphi_{\alpha, \beta^{\prime}}\right) .
\end{aligned}
$$

Owing to (4.93-(4.98) and (4.99)-4.100) we easily infer that the first term on the right-hand side goes to zero as $\beta, \beta^{\prime} \rightarrow 0$. Moreover, on the left-hand side we have, thanks to assumption B5,

$$
\begin{aligned}
& \int_{Q_{t}}\left(a\left(\varphi_{\alpha, \beta}-\varphi_{\alpha, \beta^{\prime}}\right)+\xi_{\alpha, \beta}-\xi_{\alpha, \beta^{\prime}}+F_{2}^{\prime}\left(\varphi_{\alpha, \beta}\right)-F_{2}^{\prime}\left(\varphi_{\alpha, \beta^{\prime}}\right)\right)\left(\varphi_{\alpha, \beta}-\varphi_{\alpha, \beta^{\prime}}\right) \\
& \quad \geq C_{0} \int_{Q_{t}}\left|\varphi_{\alpha, \beta}-\varphi_{\alpha, \beta^{\prime}}\right|^{2}
\end{aligned}
$$

while the last term on the right-hand side satisfies

$$
\int_{Q_{t}} J *\left(\varphi_{\alpha, \beta}-\varphi_{\alpha, \beta^{\prime}}\right)\left(\varphi_{\alpha, \beta}-\varphi_{\alpha, \beta^{\prime}}\right) \leq a^{*} \int_{Q_{t}}\left|\varphi_{\alpha, \beta}-\varphi_{\alpha, \beta^{\prime}}\right|^{2} .
$$

Rearranging the terms leads us to

$$
\begin{aligned}
(1 & \left.+\left(C_{0}-a^{*}\right) \alpha\right) \int_{Q_{t}}\left|\varphi_{\alpha, \beta}-\varphi_{\alpha, \beta^{\prime}}\right|^{2} \\
& \leq \int_{Q_{t}}\left(\left(\lambda_{\alpha, \beta}-\lambda_{\alpha, \beta^{\prime}}\right)-\alpha\left(\beta \partial_{t} \varphi_{\alpha, \beta}-\beta^{\prime} \partial_{t} \varphi_{\alpha, \beta^{\prime}}\right)+\chi\left(\sigma_{\alpha, \beta}-\sigma_{\alpha, \beta^{\prime}}\right)\right)\left(\varphi_{\alpha, \beta}-\varphi_{\alpha, \beta^{\prime}}\right)
\end{aligned}
$$

where the right-hand side converges to 0 as $\beta \rightarrow 0$. Since $\alpha a^{*}<\alpha C_{0}+1$ as a consequence of the smallness assumption on $\alpha_{0}$, this yields the second of (4.110) and by comparison also the first one follows, as we claimed.

With the strong convergence of the phase variable at disposal it is now straightforward to infer by combining the boundedness of $f$ and the Lebesgue convergence theorem that, as $\beta \rightarrow 0$,

$$
\begin{aligned}
f\left(\varphi_{\alpha, \beta}\right) & \rightarrow f\left(\varphi_{\alpha}\right) \quad \text { strongly in } L^{p}(Q) \quad \forall p \geq 1, \\
F_{2}^{\prime}\left(\varphi_{\alpha, \beta}\right) & \rightarrow F_{2}^{\prime}\left(\varphi_{\alpha}\right) \quad \text { strongly in } L^{2}(0, T ; H) .
\end{aligned}
$$
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Hence, since $\xi_{\alpha} \in \partial F_{1}\left(\varphi_{\alpha}\right)$ by the strong-weak closure of $\partial F_{1}$, it is a standard matter to pass to the limit as $\beta \rightarrow 0$ in the weak formulation of (4.1)-(4.5) and deduce that the limit $\left(\mu_{\alpha}, \varphi_{\alpha}, \sigma_{\alpha}, \xi_{\alpha}\right)$ yields a solution to (4.1)-(4.5) with $\beta=0$. Notice in particular that by difference in the limit equation (4.2) we deduce the further regularity $\xi_{\alpha} \in$ $L^{2}(0, T ; V)$, while the last assertion of Theorem 4.12 follows as before by repeating the computations of the proof of Theorem 4.1 completing the proof of Theorem4.12.

Theorem 4.13 (Error estimate: $\beta \rightarrow 0$ ). In the setting of Theorem 4.12] suppose that $\eta=0$. Then the solution $\left(\varphi_{\alpha}, \mu_{\alpha}, \sigma_{\alpha}, \xi_{\alpha}\right)$ to the system (4.1)-(4.5) with $\beta=0$ is unique, the convergences obtained in Theorem 4.12 hold along the entire sequence $\beta \rightarrow 0$, and there exists $K_{\alpha}>0$, independent of $\beta$, such that the following error estimate holds:

$$
\begin{aligned}
& \left\|\left(\alpha \mu_{\alpha, \beta}+\varphi_{\alpha, \beta}\right)-\left(\alpha \mu_{\alpha}+\varphi_{\alpha}\right)\right\|_{L^{\infty}\left(0, T ; V^{*}\right)}+\left\|\varphi_{\alpha, \beta}-\varphi_{\alpha}\right\|_{L^{2}(0, T ; H)} \\
& \quad+\left\|\mu_{\alpha, \beta}-\mu_{\alpha}\right\|_{L^{2}(0, T ; H)}+\left\|\sigma_{\alpha, \beta}-\sigma_{\alpha}\right\|_{L^{\infty}(0, T ; H) \cap L^{2}(0, T ; V)} \\
& \quad \leq K_{\alpha}\left(\beta^{1 / 2}+\left\|\left(\alpha \mu_{0, \alpha, \beta}+\varphi_{0, \alpha, \beta}\right)-\left(\alpha \mu_{0, \alpha}+\varphi_{0, \alpha}\right)\right\|_{V^{*}}+\left\|\sigma_{0, \alpha, \beta}-\sigma_{0, \alpha}\right\|\right) .
\end{aligned}
$$

Remark 4.14. Note that given $\left(\varphi_{0, \alpha}, \mu_{0, \alpha}, \sigma_{0, \alpha}\right)$ satisfying (4.90), a natural choice for the approximating sequence ( $\varphi_{0, \alpha, \beta}, \mu_{0, \alpha, \beta}, \sigma_{0, \alpha, \beta}$ ) is given by the solutions to the elliptic problems

$$
\varphi_{0, \alpha, \beta}+\beta \mathcal{R} \varphi_{0, \alpha, \beta}=\varphi_{0, \alpha}, \quad \mu_{0, \alpha, \beta}+\beta \mathcal{R} \mu_{0, \alpha, \beta}=\mu_{0, \alpha}, \quad \sigma_{0, \alpha, \beta}+\beta \mathcal{R} \sigma_{0, \alpha, \beta}=\sigma_{0, \alpha} .
$$

In such a case, hypotheses (4.91)-(4.92) are readily satisfied. Moreover, if for example $\varphi_{0, \alpha}, \mu_{0, \alpha}, \sigma_{0, \alpha} \in V$, it is immediate to check that, there is $M_{0}>0$, independent of $\beta$, such that

$$
\left\|\varphi_{0, \alpha, \beta}-\varphi_{0, \alpha}\right\|+\left\|\mu_{0, \alpha, \beta}-\mu_{0, \alpha}\right\|+\left\|\sigma_{0, \alpha, \beta}-\sigma_{0, \alpha}\right\| \leq M_{0} \beta^{1 / 2}
$$

so that the rate of convergence given by Theorem 4.13 is exactly $1 / 2$.
Proof of Theorem 4.13. The last result of this section follows with few changes from the proof of the continuous dependence estimate (4.35) established in Theorem 4.2.

Indeed, we can repeat almost the same computations performed the proof of Theorem 4.2 with the choices

$$
\left(\varphi_{1}, \mu_{1}, \sigma_{1}, \xi_{1}\right):=\left(\varphi_{\alpha, \beta}, \mu_{\alpha, \beta}, \sigma_{\alpha, \beta}, \xi_{\alpha, \beta}\right), \quad\left(\varphi_{2}, \mu_{2}, \sigma_{2}, \xi_{2}\right):=\left(\varphi_{\alpha}, \mu_{\alpha}, \sigma_{\alpha}, \xi_{\alpha}\right)
$$

Moreover, by setting

$$
\begin{aligned}
\varphi & :=\varphi_{\alpha, \beta}-\varphi_{\alpha}, \quad \mu:=\mu_{\alpha, \beta}-\mu_{\alpha}, \quad \sigma:=\sigma_{\alpha, \beta}-\sigma_{\alpha} \\
\varphi_{0} & :=\varphi_{0, \alpha, \beta}-\varphi_{0, \alpha}, \quad \mu_{0}:=\mu_{0, \alpha, \beta}-\mu_{0, \alpha}, \quad \sigma_{0}:=\sigma_{0, \alpha, \beta}-\sigma_{0, \alpha}
\end{aligned}
$$

and recalling that we are assuming $\eta=0$, we infer from (4.41) that

$$
\begin{aligned}
& \frac{1}{2}\|(\alpha \mu+\varphi)(t)\|_{V^{*}}^{2}+\alpha \int_{Q_{t}}|\mu|^{2}+C_{0} \int_{Q_{t}}|\varphi|^{2}+\frac{1}{2}\|\sigma(t)\|^{2}+\int_{Q_{t}}|\nabla \sigma|^{2} \\
& \leq-\beta \int_{Q_{t}} \partial_{t} \varphi_{\alpha, \beta} \varphi+\frac{1}{2}\left\|\alpha \mu_{0}+\varphi_{0}\right\|_{V^{*}}^{2}+\frac{1}{2}\left\|\sigma_{0}\right\|^{2}+\int_{Q_{t}}(\chi \sigma+J * \varphi) \varphi \\
&+\int_{Q_{t}}\left[C \sigma_{\alpha}\left(f\left(\varphi_{\alpha}\right)-f\left(\varphi_{\alpha, \beta}\right)\right)\right] \sigma \\
&+\int_{Q_{t}}\left[\mu+P \sigma f\left(\varphi_{\alpha, \beta}\right)+\left(P \sigma_{\alpha}-A\right)\left(f\left(\varphi_{\alpha, \beta}\right)-f\left(\varphi_{\alpha}\right)\right)\right] \mathcal{R}^{-1}(\alpha \mu+\varphi) .
\end{aligned}
$$

All the terms on the right-hand side, except for the first one, can be handled in exactly the same way as in the proof of Theorem 4.2. As for the first one, we use the Young inequality and estimate (4.107) to infer, for every $\delta>0$,

$$
-\beta \int_{Q_{t}} \partial_{t} \varphi_{\alpha, \beta} \varphi \leq \delta \int_{Q_{t}}|\varphi|^{2}+\frac{\beta^{2}}{4 \delta} \int_{Q_{t}}\left|\partial_{t} \varphi_{\alpha, \beta}\right|^{2} \leq \delta \int_{Q_{t}}|\varphi|^{2}+C_{\delta} \beta,
$$

so that the first term on the right-hand side can be absorbed on the left provided to choose again $\delta$ small enough, which is indeed possible as we noted in the proof of Theorem 4.2. We can now argue as before and conclude using Gronwall's lemma. Moreover, the same argument on the limit problem yields uniqueness of solution for the system with $\beta=0$, hence also that the convergences hold along the entire sequence and the proof of Theorem4.13 is concluded.

### 4.3.3 Asymptotics Analysis as $\alpha, \beta \rightarrow 0$

The last two results we present deal with the asymptotic study of the system (4.1)-(4.5) as the parameters $\alpha$ and $\beta$ go to 0 simultaneously.

Theorem 4.15 (Asymptotics: $\alpha, \beta \rightarrow 0$ ). Assume B1-B5, (4.63), (4.89), $\eta=0$, and suppose that

$$
\begin{equation*}
\varphi_{0}, \sigma_{0} \in H, \quad F\left(\varphi_{0}\right) \in L^{1}(\Omega) \tag{4.111}
\end{equation*}
$$

For every $\alpha \in\left(0, \alpha_{0}\right)$ and $\beta \in\left(0, \beta_{0}\right)$, let the initial data $\left(\varphi_{0, \alpha, \beta}, \mu_{0, \alpha, \beta}, \sigma_{0, \alpha, \beta}\right)$ satisfy (4.7) and (4.14), and denote by ( $\varphi_{\alpha, \beta}, \mu_{\alpha, \beta}, \sigma_{\alpha, \beta}, \xi_{\alpha, \beta}$ ) the respective unique weak solution to the system (4.1)-(4.5) obtained from Theorem 4.1. Suppose also that, as $(\alpha, \beta) \rightarrow(0,0)$,

$$
\begin{equation*}
\varphi_{0, \alpha, \beta} \rightarrow \varphi_{0} \quad \text { strongly in } H, \quad \sigma_{0, \alpha, \beta} \rightarrow \sigma_{0} \quad \text { strongly in } H, \tag{4.112}
\end{equation*}
$$

and that there exists $M_{0}>0$ such that, for every $(\alpha, \beta) \in\left(0, \alpha_{0}\right) \times\left(0, \beta_{0}\right)$,

$$
\begin{equation*}
\beta^{1 / 2}\left\|\varphi_{0, \alpha, \beta}\right\|_{V}+\alpha^{1 / 2}\left\|\mu_{0, \alpha, \beta}\right\|+\left\|F\left(\varphi_{0, \alpha, \beta}\right)\right\|_{L^{1}(\Omega)} \leq M_{0} \tag{4.113}
\end{equation*}
$$
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Then, there exists a quadruplet $(\varphi, \mu, \sigma, \xi)$, with

$$
\begin{aligned}
& \varphi \in H^{1}\left(0, T ; V^{*}\right) \cap L^{2}(0, T ; V), \\
& \mu=a \varphi-J * \varphi+\xi+F_{2}^{\prime}(\varphi)-\chi \sigma \in L^{2}(0, T ; V), \\
& \sigma \in H^{1}\left(0, T ; V^{*}\right) \cap L^{2}(0, T ; V) \cap L^{\infty}(Q), \\
& 0 \leq \sigma(\mathbf{x}, t) \leq 1 \quad \text { for a.e. } \mathbf{x} \in \Omega, \quad \forall t \in[0, T], \\
& \xi \in L^{2}(0, T ; V), \quad \xi \in \partial F_{1}(\varphi) \quad \text { a.e. in } Q, \\
& \varphi(0)=\varphi_{0}, \quad \sigma(0)=\sigma_{0} \quad \text { a.e. in } \Omega,
\end{aligned}
$$

such that, for every $v \in V$, almost everywhere in $(0, T)$, it holds

$$
\begin{aligned}
& \left\langle\partial_{t} \varphi, v\right\rangle+\int_{\Omega} \nabla \mu \cdot \nabla v=\int_{\Omega}(\mathcal{P} \sigma-\mathcal{A}) f(\varphi) v, \\
& \left\langle\partial_{t} \sigma, v\right\rangle+\int_{\Omega} \nabla \sigma \cdot \nabla v+\mathcal{B} \int_{\Omega}\left(\sigma-\sigma_{S}\right) v+\mathcal{C} \int_{\Omega} \sigma f(\varphi) v=0 .
\end{aligned}
$$

Moreover, as $(\alpha, \beta) \rightarrow(0,0)$, along a non-relabelled subsequence it holds that

$$
\begin{align*}
& \varphi_{\alpha, \beta} \rightarrow \varphi  \tag{4.114}\\
& \mu_{\alpha, \beta} \rightarrow \mu  \tag{4.115}\\
& \text { weakly star in } L^{\infty}(0, T ; H) \cap L^{2}(0, T ; V),  \tag{4.116}\\
& \alpha \mu_{\alpha, \beta}+\varphi_{\alpha, \beta} \rightarrow \varphi  \tag{4.117}\\
& \sigma_{\alpha, \beta} \text { weakly in in } L^{2}(0, T ; V),  \tag{4.118}\\
& H^{1}\left(0, T ; V^{*}\right) \cap L^{2}(0, T ; V),  \tag{4.119}\\
& \alpha \mu_{\alpha, \beta} \rightarrow 0 \\
& \beta \varphi_{\alpha, \beta} \rightarrow 0
\end{aligned} \begin{aligned}
& \text { strongly stangly in } C^{0}([0, T] ; H) \cap L^{2}(0, T ; V), \\
& \mu^{2}\left(0, T ; V^{*}\right) \cap L^{2}(0, T ; V) \cap L^{\infty}(Q), \\
& \sigma^{1}(0, T ; H) \cap L^{\infty}(0, T ; V),
\end{align*}
$$

hence in particular that

$$
\begin{array}{ll}
\varphi_{\alpha, \beta} \rightarrow \varphi & \text { strongly in } L^{2}(0, T ; H), \\
\sigma_{\alpha, \beta} \rightarrow \sigma & \text { strongly in } C^{0}\left([0, T] ; V^{*}\right) \cap L^{2}(0, T ; H) . \tag{4.120}
\end{array}
$$

Proof of Theorem 4.15. Let us come back to estimate (4.24) with $\eta=0$. We have

$$
\begin{align*}
& \frac{\alpha}{2}\left\|\mu_{\alpha, \beta}(t)\right\|^{2}+\left(1+4 c_{a} \alpha\right) \int_{Q_{t}}\left|\nabla \mu_{\alpha, \beta}\right|^{2}+\beta \int_{Q_{t}}\left|\partial_{t} \varphi_{\alpha, \beta}\right|^{2}+\int_{\Omega} F\left(\varphi_{\alpha, \beta}(t)\right) \\
& \quad+\frac{1}{2}\left\|\sigma_{\alpha, \beta}(t)\right\|^{2}+\int_{Q_{t}}\left|\nabla \sigma_{\alpha, \beta}\right|^{2}+2 c_{a}\left\|\left(\alpha \mu_{\alpha, \beta}+\varphi_{\alpha, \beta}\right)(t)\right\|^{2} \\
& \quad+2 c_{a} \beta\left\|\nabla \varphi_{\alpha, \beta}(t)\right\|^{2}+2 c_{a} C_{0} \int_{Q_{t}}\left|\nabla \varphi_{\alpha, \beta}\right|^{2} \\
& \leq \\
& \frac{3}{2} \alpha\left\|\mu_{0, \alpha, \beta}\right\|^{2}+\left(a^{*}+4 c_{a}\right)\left\|\varphi_{0, \alpha, \beta}\right\|^{2}+2 c_{a} \beta\left\|\nabla \varphi_{0, \alpha, \beta}\right\|^{2}+\left\|F\left(\varphi_{0, \alpha, \beta}\right)\right\|_{1} \\
& \quad+\frac{1}{2}\left\|\sigma_{0, \alpha, \beta}\right\|^{2}+\frac{c_{a}}{2}\left\|\varphi_{\alpha, \beta}(t)\right\|^{2}+\chi \int_{Q_{t}} \sigma_{\alpha, \beta} \partial_{t} \varphi_{\alpha, \beta}+4 c_{a} \chi \int_{Q_{t}} \nabla \sigma_{\alpha, \beta} \cdot \nabla \varphi_{\alpha, \beta} \\
& \quad+C\left(1+\int_{Q_{t}}\left|\alpha \mu_{\alpha, \beta}+\varphi_{\alpha, \beta}\right|^{2}+\int_{Q_{t}}\left|\varphi_{\alpha, \beta}\right|^{2}+\int_{Q_{t}}\left|\sigma_{\alpha, \beta}\right|^{2}\right)  \tag{4.121}\\
& \quad+\int_{Q_{t}}\left(\mathcal{P} \sigma_{\alpha, \beta}-\mathcal{A}\right) f\left(\varphi_{\alpha, \beta}\right) \mu_{\alpha, \beta},
\end{align*}
$$

where the constant $C>0$ is independent of both $\alpha$ and $\beta$. Now, all the terms on the right-hand side referring to the initial data are uniformly bounded in both $\alpha$ and $\beta$ thanks to assumptions (4.112)-(4.113). Moreover, as done in (4.102), on the left-hand side we have

$$
2 c_{a}\left\|\left(\alpha \mu_{\alpha, \beta}+\varphi_{\alpha, \beta}\right)(t)\right\|^{2}+\frac{\alpha}{2}\left\|\mu_{\alpha, \beta}(t)\right\|^{2} \geq\left(c_{a}-\rho\right)\left\|\varphi_{\alpha, \beta}(t)\right\|^{2}+2 \rho \alpha^{2}\left\|\mu_{\alpha, \beta}(t)\right\|^{2}
$$

for every $\rho \in\left(0, c_{a} / 2\right)$, so that the term on the right-hand side of the above inequality can be absorbed on the left-hand side of (4.121). Furthermore, proceeding again as in the proof of Theorem 4.12 and recalling that here $\eta=0$, we have

$$
\begin{aligned}
\chi \int_{Q_{t}} \sigma_{\alpha, \beta} \partial_{t} \varphi_{\alpha, \beta}= & -\chi \int_{0}^{t}\left\langle\partial_{t} \sigma_{\alpha, \beta}(s), \varphi_{\alpha, \beta}(s)\right\rangle \mathrm{ds} \\
& +\chi \int_{\Omega} \sigma_{\alpha, \beta}(t) \varphi_{\alpha, \beta}(t)-\chi \int_{\Omega} \sigma_{0, \alpha, \beta} \varphi_{0, \alpha, \beta} \\
\leq & \chi \int_{Q_{t}} \nabla \sigma_{\alpha, \beta} \cdot \nabla \varphi_{\alpha, \beta}+C\left(1+\int_{Q_{t}}\left|\varphi_{\alpha, \beta}\right|^{2}+\int_{Q_{t}}\left|\sigma_{\alpha, \beta}\right|^{2}\right) \\
& +\delta \chi^{2}\left\|\varphi_{\alpha, \beta}(t)\right\|^{2}+\frac{1}{4 \delta}\left\|\sigma_{\alpha, \beta}(t)\right\|^{2},
\end{aligned}
$$

for every $\delta>0$. Moreover, we can choose $\bar{\delta}$ such that (4.104) are satisfied, so that the corresponding two terms on the right-hand side can be incorporated on the left. The remaining terms on the right-hand side of (4.121) containing $\chi$ can be handled as, for every $\kappa>0$,

$$
\left(\chi+4 c_{a} \chi\right) \int_{Q_{t}} \nabla \sigma_{\alpha, \beta} \cdot \nabla \varphi_{\alpha, \beta} \leq \kappa \int_{Q_{t}}\left|\nabla \sigma_{\alpha, \beta}\right|^{2}+\frac{\left(\chi+4 c_{a} \chi\right)^{2}}{4 \kappa} \int_{Q_{t}}\left|\nabla \varphi_{\alpha, \beta}\right|^{2}
$$

Again, the two terms on the right can be incorporated on the left-hand side of (4.121) provided that we choose $\kappa$ such that

$$
\kappa<1, \quad \frac{\left(\chi+4 c_{a} \chi\right)^{2}}{4 \kappa}<2 c_{a} C_{0}
$$

which is indeed possible since (4.89) and the fact that $\eta=0$ yield $\frac{\left(\chi+4 c_{a} \chi\right)^{2}}{8 c_{a} C_{0}}<1$. To close the estimate, we only need to handle the last term on the right-hand side of (4.121): this can be done exactly in the same way as in the proof of Theorem 4.9. Indeed, on the right-hand side we have, thanks to the boundedness of $f$ and the fact that $\left\|\sigma_{\alpha, \beta}\right\|_{L^{\infty}(Q)} \leq 1$,

$$
\int_{Q_{t}}\left(\mathcal{P} \sigma_{\alpha, \beta}-\mathcal{A}\right) f\left(\varphi_{\alpha, \beta}\right) \mu_{\alpha, \beta} \leq \frac{1}{2} \int_{Q_{t}}\left|\nabla \mu_{\alpha, \beta}\right|^{2}+C\left(1+T_{0}^{1 / 2}\left\|\left(\mu_{\alpha, \beta}\right)_{\Omega}\right\|_{L^{2}(0, t)}\right)
$$

for every $t \in\left[0, T_{0}\right]$ and $T_{0}<T$. Furthermore, by comparison in equation (4.2) and thanks to 4.63), since $\beta \in(0,1)$, we have

$$
\left|\left(\mu_{\alpha, \beta}(t)\right)_{\Omega}\right| \leq C\left(1+\beta \int_{Q_{t}}\left|\partial_{t} \varphi_{\alpha, \beta}(t)\right|^{2}+\sup _{s \in[0, t]} \int_{\Omega} F\left(\varphi_{\alpha, \beta}(s)\right)+\sup _{s \in[0, t]}\left\|\sigma_{\alpha, \beta}(s)\right\|^{2}\right) .
$$
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Hence, using a patching argument as in the proof of Theorem 4.9, we deduce the following uniform estimates

$$
\begin{align*}
& \left\|\varphi_{\alpha, \beta}\right\|_{L^{\infty}(0, T ; H) \cap L^{2}(0, T ; V)}+\left\|\mu_{\alpha, \beta}\right\|_{L^{2}(0, T ; V)} \\
& \quad+\left\|\sigma_{\alpha, \beta}\right\|_{L^{\infty}(0, T ; H) \cap L^{2}(0, T ; V)} \leq C,  \tag{4.122}\\
& \| F\left(\varphi_{\alpha, \beta} \|_{L^{\infty}\left(0, T ; L^{1}(\Omega)\right)} \leq C,\right.  \tag{4.123}\\
& \alpha^{1 / 2}\left\|\mu_{\alpha, \beta}\right\|_{L^{\infty}(0, T ; H)}+\beta^{1 / 2}\left\|\varphi_{\alpha, \beta}\right\|_{H^{1}(0, T ; H) \cap L^{\infty}(0, T ; V)} \leq C . \tag{4.124}
\end{align*}
$$

Comparison then in the system gives us in particular that

$$
\begin{equation*}
\left\|\xi_{\alpha, \beta}\right\|_{L^{2}(0, T ; H)}+\left\|\sigma_{\alpha, \beta}\right\|_{H^{1}\left(0, T ; V^{*}\right)}+\left\|\alpha \mu_{\alpha, \beta}+\varphi_{\alpha, \beta}\right\|_{H^{1}\left(0, T ; V^{*}\right)} \leq C, \tag{4.125}
\end{equation*}
$$

as well as

$$
\begin{equation*}
\alpha \beta^{1 / 2}\left\|\mu_{\alpha, \beta}\right\|_{H^{1}\left(0, T ; V^{*}\right)} \leq C . \tag{4.126}
\end{equation*}
$$

The uniform bound for $\sigma_{\alpha, \beta}$ in $L^{\infty}(Q)$ can be obtained as before using the same lines of argument employed in the proof of Theorem 4.1.

## Passage to the Limit

The estimates (4.122)-(4.126) ensure, thanks to the classical compactness results, that there exists a quadruplet $(\varphi, \mu, \sigma, \xi)$, with

$$
\begin{aligned}
& \varphi \in H^{1}\left(0, T ; V^{*}\right) \cap L^{2}(0, T ; V), \quad \mu \in L^{2}(0, T ; V), \\
& \sigma \in H^{1}\left(0, T ; V^{*}\right) \cap L^{2}(0, T ; V) \cap L^{\infty}(Q), \\
& 0 \leq \sigma(\mathbf{x}, t) \leq 1 \quad \text { for a.e. } \mathbf{x} \in \Omega, \quad \forall t \in[0, T], \\
& \xi \in L^{2}(0, T ; H),
\end{aligned}
$$

such that, as $(\alpha, \beta) \rightarrow 0$ it holds that, along a non-relabelled subsequence, (4.114)(4.119) and (4.120) are fulfilled. In addition, setting $\lambda_{\alpha, \beta}:=\alpha \mu_{\alpha, \beta}+\varphi_{\alpha, \beta}$, we have

$$
\begin{array}{ll}
\lambda_{\alpha, \beta} \rightarrow \varphi \quad \text { weakly star in } H^{1}\left(0, T ; V^{*}\right) \cap L^{2}(0, T ; V), \\
& \quad \text { and strongly in } C^{0}\left([0, T] ; V^{*}\right) \cap L^{2}(0, T ; H), \\
\xi_{\alpha, \beta} \rightarrow \xi \quad \text { weakly in } L^{2}(0, T ; H) .
\end{array}
$$

In particular, by difference we deduce that

$$
\varphi_{\alpha, \beta}=\lambda_{\alpha, \beta}-\alpha \mu_{\alpha, \beta} \rightarrow \varphi \quad \text { strongly in } L^{2}(0, T ; H)
$$

which readily implies that $\xi \in \partial F_{1}(\varphi)$ almost everywhere in $Q$, and that

$$
\begin{aligned}
f\left(\varphi_{\alpha, \beta}\right) & \rightarrow f(\varphi) \quad \text { strongly in } L^{p}(Q) \quad \forall p \geq 1, \\
F_{2}^{\prime}\left(\varphi_{\alpha, \beta}\right) & \rightarrow F_{2}^{\prime}(\varphi) \quad \text { strongly in } L^{2}(0, T ; H) .
\end{aligned}
$$

It is then a standard matter to let $\alpha, \beta \rightarrow 0$ in the weak formulation of (4.1)-(4.5) to conclude. Note in particular that by difference in the limit equation (4.2) we deduce the further regularity $\xi \in L^{2}(0, T ; V)$, which concludes the proof of Theorem 4.15 .

Theorem 4.16 (Error estimate: $\alpha, \beta \rightarrow 0$ ). In the setting of Theorem 4.15, assume (4.80). Suppose also that there exist a positive constant $c_{F}$ such that

$$
\begin{equation*}
F(s) \geq c_{F}|s|^{4}-c_{F}^{-1} \quad \forall s \in \mathbb{R} \tag{4.127}
\end{equation*}
$$

and there exists $M_{0}>0$ such that, for every $(\alpha, \beta) \in\left(0, \alpha_{0}\right) \times\left(0, \beta_{0}\right)$,

$$
\begin{equation*}
\frac{\alpha^{1 / 4}}{\beta^{1 / 2}}\left(\left\|\mu_{0, \alpha, \beta}\right\|+\left\|F^{\prime}\left(\varphi_{0, \alpha, \beta}\right)\right\|\right)+\alpha^{1 / 4}\left(\left\|\mu_{0, \alpha, \beta}\right\|_{V}+\left\|\sigma_{0, \alpha, \beta}\right\|_{V}\right) \leq M_{0} \tag{4.128}
\end{equation*}
$$

Then the solution $(\varphi, \mu, \sigma, \xi)$ to the system (4.1)-(4.5) with $\alpha=\beta=0$ is unique. Moreover, the convergences obtained in Theorem 4.15 hold along every zero subsequence $\left\{\left(\alpha_{k}, \beta_{k}\right)\right\}_{k}$ satisfying

$$
\begin{equation*}
\limsup _{k \rightarrow \infty} \frac{\alpha_{k}^{1 / 2}}{\beta_{k}}<+\infty \tag{4.129}
\end{equation*}
$$

and in this case, there exists $K>0$, independent of $k$, such that the following error estimate holds:

$$
\begin{aligned}
& \left\|\varphi_{\alpha_{k}, \beta_{k}}-\varphi\right\|_{C^{0}\left([0, T] ; V^{*}\right) \cap L^{2}(0, T ; H)}+\left\|\sigma_{\alpha_{k}, \beta_{k}}-\sigma\right\|_{C^{0}([0, T] ; H) \cap L^{2}(0, T ; V)} \\
& \quad \leq K\left(\alpha_{k}^{1 / 4}+\beta_{k}^{1 / 2}+\left\|\varphi_{0, \alpha_{k}, \beta_{k}}-\varphi_{0}\right\|_{V^{*}}+\left\|\sigma_{0, \alpha_{k}, \beta_{k}}-\sigma_{0}\right\|\right) .
\end{aligned}
$$

Proof of Theorem 4.16. The idea is to adapt the argument presented in the proof of Theorem4.10. First of all, we need to prove a refined estimate. Proceeding as in the proof of Theorem 4.10, we know that

$$
\begin{align*}
& \alpha^{3 / 2} \int_{Q_{t}}\left|\partial_{t} \mu_{\alpha, \beta}\right|^{2}+\frac{\alpha^{1 / 2}}{2}\left\|\nabla \mu_{\alpha, \beta}(t)\right\|^{2}+\frac{\beta \alpha^{1 / 2}}{2}\left\|\partial_{t} \varphi_{\alpha, \beta}(t)\right\|^{2}+C_{0} \alpha^{1 / 2} \int_{Q_{t}}\left|\partial_{t} \varphi_{\alpha, \beta}\right|^{2} \\
& \quad+\alpha^{1 / 2} \int_{Q_{t}}\left|\partial_{t} \sigma_{\alpha, \beta}\right|^{2}+\frac{\alpha^{1 / 2}}{2}\left\|\nabla \sigma_{\alpha, \beta}(t)\right\|^{2} \\
& \leq \\
& \quad \frac{\alpha^{1 / 2}}{2}\left\|\nabla \mu_{0, \alpha, \beta}\right\|^{2}+\frac{\beta \alpha^{1 / 2}}{2}\left\|\partial_{t} \varphi_{\alpha, \beta}(0)\right\|^{2}+\frac{\alpha^{1 / 2}}{2}\left\|\nabla \sigma_{0, \alpha, \beta}\right\|^{2} \\
& \quad+\alpha^{1 / 2} \int_{Q_{t}}\left(\mathcal{P} \sigma_{\alpha, \beta}-\mathcal{A}\right) f\left(\varphi_{\alpha, \beta}\right) \partial_{t} \mu_{\alpha, \beta} \\
& \quad+\alpha^{1 / 2} \int_{Q_{t}}\left(J *\left(\partial_{t} \varphi_{\alpha, \beta}\right)+\chi \partial_{t} \sigma_{\alpha, \beta}\right) \partial_{t} \varphi_{\alpha, \beta}  \tag{4.130}\\
& \quad+\alpha^{1 / 2} \int_{Q_{t}}\left(\mathcal{B}\left(\sigma_{S}-\sigma_{\alpha, \beta}\right)-C h\left(\varphi_{\alpha, \beta}\right) \sigma_{\alpha, \beta}\right) \partial_{t} \sigma_{\alpha, \beta} .
\end{align*}
$$

The first and third terms on the right-hand side are uniformly bounded in $\alpha$ and $\beta$ due to assumptions (4.113) and 4.128). As for the second term on the right-hand side, using (4.2) we realise that

$$
\mu_{0, \alpha, \beta}=\beta \partial_{t} \varphi_{\alpha, \beta}(0)+a \varphi_{0, \alpha, \beta}-J * \varphi_{0, \alpha, \beta}+F^{\prime}\left(\varphi_{0, \alpha, \beta}\right)-\chi \sigma_{0, \alpha, \beta},
$$
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 Growth Modelsso that, multiplying both sides by $\alpha^{1 / 4} / \beta^{1 / 2}$ and squaring,
$\beta \alpha^{1 / 2}\left\|\partial_{t} \varphi_{\alpha, \beta}(0)\right\|^{2} \leq 5 \frac{\alpha^{1 / 2}}{\beta}\left(\left\|\mu_{0, \alpha, \beta}\right\|^{2}+2\left(a^{*}\right)^{2}\left\|\varphi_{0, \alpha, \beta}\right\|^{2}+\left\|F^{\prime}\left(\varphi_{0, \alpha, \beta}\right)\right\|^{2}+\chi^{2}\left\|\sigma_{0, \alpha, \beta}\right\|^{2}\right)$,
from which we deduce by (4.128) that the second term on the right-hand side of 4.130) is uniformly bounded in $\alpha$ and $\beta$. Let us focus on the fourth term on the right-hand side: proceeding as in the proof of Theorem 4.10, this can be bounded using integration by parts and the Young inequality by the quantity

$$
\begin{aligned}
& \frac{\alpha^{1 / 2}}{4} \int_{Q_{t}}\left|\partial_{t} \sigma_{\alpha, \beta}\right|^{2} \\
& \quad+C \alpha^{1 / 2}\left(\left\|\mu_{\alpha, \beta}\right\|_{L^{2}(0, T ; H)}^{2}+\left\|\partial_{t} \varphi_{\alpha, \beta}\right\|_{L^{2}(0, T ; H)}^{2}+\alpha^{1 / 2}\left\|\mu_{\alpha, \beta}\right\|_{C^{0}([0, T] ; H)}\right)
\end{aligned}
$$

for a positive constant $C$ independent of $\alpha$ and $\beta$. The first term can be then incorporated on the left-hand side, and the remaining others are uniformly bounded in $\alpha$ and $\beta$ thanks to the estimates (4.122), (4.124), and condition (4.129) on $(\alpha, \beta)$. Finally, noting that

$$
\begin{aligned}
\alpha^{1 / 2} \int_{Q_{t}}\left(J * \partial_{t} \varphi_{\alpha, \beta}\right) \partial_{t} \varphi_{\alpha, \beta} & \leq\left(a^{*}+b^{*}\right) \alpha^{1 / 2} \int_{0}^{t}\left\|\partial_{t} \varphi_{\alpha, \beta}(s)\right\|\left\|\partial_{t} \varphi_{\alpha, \beta}(s)\right\|_{V^{*}} \mathrm{ds} \\
& \leq C \alpha^{1 / 2}\left\|\partial_{t} \varphi_{\alpha, \beta}\right\|_{L^{2}(0, T ; H)}^{2}
\end{aligned}
$$

The remaining terms on the right-hand side of 4.130) can be handled similarly, using the averaged Young inequality, estimate (4.122)-(4.124), and condition (4.129). Thus, there exists $C>0$, independent of both $\alpha$ and $\beta$, such that

$$
\begin{align*}
& \alpha^{3 / 4}\left\|\mu_{\alpha, \beta}\right\|_{H^{1}(0, T ; H)}+\alpha^{1 / 4}\left\|\mu_{\alpha, \beta}\right\|_{L^{\infty}(0, T ; V)} \leq C,  \tag{4.131}\\
& \beta^{1 / 2} \alpha^{1 / 4}\left\|\varphi_{\alpha, \beta}\right\|_{W^{1, \infty}(0, T ; H)}+\alpha^{1 / 4}\left\|\sigma_{\alpha, \beta}\right\|_{H^{1}(0, T ; H) \cap L^{\infty}(0, T ; V)} \leq C . \tag{4.132}
\end{align*}
$$

We are now ready to show the error estimate. Setting

$$
\begin{aligned}
& \bar{\varphi}:=\varphi_{\alpha, \beta}-\varphi, \quad \bar{\mu}:=\mu_{\alpha, \beta}-\mu, \quad \bar{\sigma}:=\sigma_{\alpha, \beta}-\sigma, \\
& \bar{\varphi}_{0}:=\varphi_{0, \alpha, \beta}-\varphi_{0}, \quad \bar{\sigma}_{0}:=\sigma_{0, \alpha, \beta}-\sigma_{0},
\end{aligned}
$$

we write the difference of the system (4.1)-(4.5) with $\eta=0$ at $\alpha, \beta>0$ and $\alpha=\beta=0$ to find that

$$
\begin{array}{ll}
\alpha \partial_{t} \mu_{\alpha, \beta}+\partial_{t} \bar{\varphi}-\Delta \bar{\mu}=\mathcal{P} \bar{\sigma} f\left(\varphi_{\alpha, \beta}\right)+(\mathcal{P} \sigma-\mathcal{A})\left(f\left(\varphi_{\alpha, \beta}\right)-f(\varphi)\right) & \text { in } Q, \\
\bar{\mu}=\beta \partial_{t} \varphi_{\alpha, \beta}+a \bar{\varphi}-J * \bar{\varphi}+F^{\prime}\left(\varphi_{\alpha, \beta}\right)-F^{\prime}(\varphi)-\chi \bar{\sigma} & \text { in } Q, \\
\partial_{t} \bar{\sigma}-\Delta \bar{\sigma}+\mathcal{B} \bar{\sigma}+\mathcal{C} \bar{\sigma} f\left(\varphi_{\alpha, \beta}\right)=\mathcal{C} \sigma\left(f(\varphi)-f\left(\varphi_{\alpha, \beta}\right)\right) & \text { in } Q, \\
\partial_{\mathbf{n}} \bar{\mu}=\partial_{\mathbf{n}} \bar{\sigma}=0 & \text { on } \Sigma, \\
\bar{\varphi}(0)=\bar{\varphi}_{0}, \quad \bar{\sigma}(0)=\bar{\sigma}_{0} & \text { in } \Omega, \tag{4.137}
\end{array}
$$

where the equations have to be intended in the usual variational framework. We then test (4.133) by $\mathcal{N}\left(\bar{\varphi}-(\bar{\varphi})_{\Omega}\right)$, 4.134) by $\bar{\varphi}-(\bar{\varphi})_{\Omega}$, 4.135) by $\bar{\sigma}$, integrate over $Q_{t}$, add the resulting equalities and use $\mathbf{B 5}$ to get

$$
\begin{align*}
\frac{1}{2} \|(\bar{\varphi} & \left.-(\bar{\varphi})_{\Omega}\right)(t)\left\|_{*}^{2}+C_{0} \int_{Q_{t}}|\bar{\varphi}|^{2}+\frac{1}{2}\right\| \bar{\sigma}(t) \|^{2}+\int_{Q_{t}}|\nabla \bar{\sigma}|^{2}+\int_{Q_{t}}\left(\mathcal{B}+C f\left(\varphi_{\alpha, \beta}\right)\right)|\bar{\sigma}|^{2} \\
= & \frac{1}{2}\left\|\bar{\varphi}_{0}-\left(\bar{\varphi}_{0}\right)_{\Omega}\right\|_{*}^{2}+\frac{1}{2}\left\|\bar{\sigma}_{0}\right\|^{2}-\alpha \int_{Q_{t}} \partial_{t} \mu_{\alpha, \beta} \mathcal{N}\left(\bar{\varphi}-(\bar{\varphi})_{\Omega}\right) \\
& +\int_{Q_{t}} \bar{\varphi}\left(\chi \bar{\sigma}-\beta \partial_{t} \varphi_{\alpha, \beta}\right)+\int_{Q_{t}} \bar{\mu}(\bar{\varphi})_{\Omega}+\int_{Q_{t}}(J * \bar{\varphi}) \bar{\varphi} \\
& +\mathcal{C} \int_{Q_{t}} \sigma\left(f(\varphi)-f\left(\varphi_{\alpha, \beta}\right)\right) \bar{\sigma} \\
& +\int_{Q_{t}}\left(\mathcal{P} \bar{\sigma} f\left(\varphi_{\alpha, \beta}\right)+(\mathcal{P} \sigma-\mathcal{A})\left(f\left(\varphi_{\alpha, \beta}\right)-f(\varphi)\right)\right) \mathcal{N}\left(\bar{\varphi}-(\bar{\varphi})_{\Omega}\right) . \tag{4.138}
\end{align*}
$$

Now, note that the Young inequality and the estimates (4.124) and (4.131) yield

$$
\begin{aligned}
- & \alpha \int_{Q_{t}} \partial_{t} \mu_{\alpha, \beta} \mathcal{N}\left(\bar{\varphi}-(\bar{\varphi})_{\Omega}\right)+\int_{Q_{t}} \bar{\varphi}\left(\chi \bar{\sigma}-\beta \partial_{t} \varphi_{\alpha, \beta}\right) \\
\leq & \alpha^{2}\left\|\partial_{t} \mu_{\alpha, \beta}\right\|_{L^{2}(0, T ; H)}^{2}+\frac{1}{4} \int_{0}^{t}\left\|\mathcal{N}\left(\bar{\varphi}-(\bar{\varphi})_{\Omega}\right)(s)\right\|_{H}^{2} \mathrm{ds}+\frac{C_{0}}{4} \int_{Q_{t}}|\bar{\varphi}|^{2} \\
& +\frac{2}{C_{0}}\left(\beta^{2}\left\|\partial_{t} \varphi_{\alpha, \beta}\right\|_{L^{2}(0, T ; H)}^{2}+\chi^{2} \int_{Q_{t}}|\bar{\sigma}|^{2}\right) \\
\leq & \frac{C_{0}}{4} \int_{Q_{t}}|\bar{\varphi}|^{2}+C\left(\alpha^{1 / 2}+\beta+\int_{0}^{t}\left\|\left(\bar{\varphi}-(\bar{\varphi})_{\Omega}\right)(s)\right\|_{*}^{2} \mathrm{ds}+\int_{Q_{t}}|\bar{\sigma}|^{2}\right),
\end{aligned}
$$

for a certain constant $C>0$ independent of $\alpha$ and $\beta$. Furthermore, using the boundedness and Lipschitz continuity of $f$, and the fact that $\|\sigma\|_{L^{\infty}(Q)} \leq 1$, the last two terms in (4.138) can be handled again by the Young inequality as

$$
\begin{aligned}
\mathcal{C} \int_{Q_{t}} & \sigma\left(f(\varphi)-f\left(\varphi_{\alpha, \beta}\right)\right) \bar{\sigma} \\
& +\int_{Q_{t}}\left(\mathcal{P} \bar{\sigma} f\left(\varphi_{\alpha, \beta}\right)+(\mathcal{P} \sigma-\mathcal{A})\left(f\left(\varphi_{\alpha, \beta}\right)-f(\varphi)\right)\right) \mathcal{N}\left(\bar{\varphi}-(\bar{\varphi})_{\Omega}\right) \\
\quad \leq & \frac{C_{0}}{4} \int_{Q_{t}}|\bar{\varphi}|^{2}+C\left(\int_{Q_{t}}|\bar{\sigma}|^{2}+\int_{0}^{t}\left\|\left(\bar{\varphi}-(\bar{\varphi})_{\Omega}\right)(s)\right\|_{*}^{2} \mathrm{ds}\right)
\end{aligned}
$$

for a certain $C>0$ independent of $\alpha$ and $\beta$, and similarly we have the estimate

$$
\int_{Q_{t}}(J * \bar{\varphi}) \bar{\varphi} \leq\left(a^{*}+b^{*}\right) \int_{0}^{t}\|\bar{\varphi}(s)\|\|\bar{\varphi}(s)\|_{*} \mathrm{ds} \leq \frac{C_{0}}{8} \int_{Q_{t}}|\bar{\varphi}|^{2}+C \int_{0}^{t}\|\bar{\varphi}(s)\|_{*}^{2} \mathrm{ds} .
$$

Finally, as for the fifth term on the right-hand side of (4.138) we have, for a positive $\delta$ yet to be chosen,

$$
\int_{Q_{t}} \bar{\mu}(\bar{\varphi})_{\Omega}=|\Omega| \int_{0}^{t}(\bar{\varphi}(s))_{\Omega}(\bar{\mu}(s))_{\Omega} \mathrm{ds} \leq \delta \int_{0}^{t}\left|(\bar{\mu}(s))_{\Omega}\right|^{2} \mathrm{ds}+\frac{|\Omega|}{4 \delta} \int_{0}^{t}\left|(\bar{\varphi}(s))_{\Omega}\right|^{2} \mathrm{ds}
$$
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$$
\int_{0}^{t}\left|(\bar{\mu}(s))_{\Omega}\right|^{2} \mathrm{ds} \leq C_{*}\left(\beta+\int_{0}^{t}\left\|F^{\prime}\left(\varphi_{\alpha, \beta}(s)\right)-F^{\prime}(\varphi(s))\right\|_{1}^{2} \mathrm{ds}+\chi^{2} \int_{Q_{t}}|\bar{\sigma}|^{2}\right)
$$

for some $C_{*}>0$ independent of both $\alpha$ and $\beta$. Next, owing to (4.80) and the Hölder inequality, we infer that

$$
\begin{gathered}
\int_{0}^{t}\left\|F^{\prime}\left(\varphi_{\alpha, \beta}(s)\right)-F^{\prime}(\varphi(s))\right\|_{1}^{2} \mathrm{ds} \leq C_{F}^{2} \int_{0}^{t}\left\|\left(1+\left|\varphi_{\alpha, \beta}\right|^{2}+|\varphi|^{2}\right) \bar{\varphi}\right\|_{1}^{2} \mathrm{ds} \\
\leq C\left(1+\left\|\varphi_{\alpha, \beta}\right\|_{L^{\infty}\left(0, T ; L^{4}(\Omega)\right)}^{2}+\|\varphi\|_{L^{\infty}\left(0, T ; L^{4}(\Omega)\right)}^{2}\right) \int_{0}^{t}\|\bar{\varphi}(s)\|^{2} \mathrm{ds}
\end{gathered}
$$

which yields in turn, due to assumption (4.127) and to the previous estimates,

$$
\int_{0}^{t}\left\|F^{\prime}\left(\varphi_{\alpha, \beta}(s)\right)-F^{\prime}(\varphi(s))\right\|_{1}^{2} \mathrm{ds} \leq C^{*} \int_{Q_{t}}|\bar{\varphi}|^{2}
$$

for a constant $C^{*}>0$ independent of $\alpha$ and $\beta$. Thus, collecting the above estimates and rearranging the terms, we see that choosing $\delta>0$ sufficiently small, for example $\delta=\frac{C_{0}}{4 C_{*} C^{*}}$, we are left with

$$
\begin{align*}
& \frac{1}{2}\left\|\left(\bar{\varphi}-(\bar{\varphi})_{\Omega}\right)(t)\right\|_{*}^{2}+\frac{C_{0}}{8} \int_{Q_{t}}|\bar{\varphi}|^{2}+\frac{1}{2}\|\bar{\sigma}(t)\|^{2}+\int_{Q_{t}}|\nabla \bar{\sigma}|^{2} \\
& \leq \frac{1}{2}\left\|\bar{\varphi}_{0}\right\|_{*}^{2}+\frac{1}{2}\left\|\bar{\sigma}_{0}\right\|^{2}+C\left(\alpha^{1 / 2}+\beta+\int_{0}^{t}\left\|\left(\bar{\varphi}-(\bar{\varphi})_{\Omega}\right)(s)\right\|_{*}^{2} \mathrm{ds}\right. \\
&\left.+\int_{Q_{t}}|\bar{\sigma}|^{2}+\int_{0}^{t}\left|(\bar{\varphi}(s))_{\Omega}\right|^{2} \mathrm{ds}\right) . \tag{4.139}
\end{align*}
$$

To conclude, we only need to handle the last term on the right-hand side of (4.139). To this end, note that integrating equation (4.133) on $\Omega$ and testing by $(\bar{\varphi})_{\Omega}$ yields, using the estimate (4.131), the Young inequality, the boundedness of $\sigma$ and $f$, and the Lipschitz continuity of $f$,

$$
\begin{align*}
& \frac{1}{2}\left|(\bar{\varphi}(t))_{\Omega}\right|^{2} \\
&= \frac{1}{2}\left|\left(\bar{\varphi}_{0}\right)_{\Omega}\right|^{2}-\alpha \int_{0}^{t}(\bar{\varphi}(s))_{\Omega}\left(\partial_{t} \mu_{\alpha, \beta}(s)\right)_{\Omega} \mathrm{ds} \\
&+\int_{0}^{t}\left(\mathcal{P} \bar{\sigma}(s) f\left(\varphi_{\alpha, \beta}(s)\right)+(\mathcal{P} \sigma(s)-\mathcal{A})\left(f\left(\varphi_{\alpha, \beta}(s)\right)-f(\varphi(s))\right)\right)_{\Omega}(\bar{\varphi}(s))_{\Omega} \mathrm{ds} \\
& \leq \frac{1}{2}\left\|\bar{\varphi}_{0}\right\|_{*}^{2}+C\left(\alpha^{1 / 2}+\int_{0}^{t}\left|(\bar{\varphi}(s))_{\Omega}\right|^{2} \mathrm{ds}+\int_{Q_{t}}|\bar{\sigma}|^{2}\right)+\frac{C_{0}}{16} \int_{Q_{t}}|\bar{\varphi}|^{2} . \tag{4.140}
\end{align*}
$$

Summing then (4.139) and (4.140), we infer that

$$
\begin{aligned}
& \|\bar{\varphi}(t)\|_{*}^{2}+\int_{Q_{t}}|\bar{\varphi}|^{2}+\|\bar{\sigma}(t)\|^{2}+\int_{Q_{t}}|\nabla \bar{\sigma}|^{2} \\
& \quad \leq C\left(\left\|\bar{\varphi}_{0}\right\|_{*}^{2}+\left\|\bar{\sigma}_{0}\right\|^{2}+\alpha^{1 / 2}+\beta+\int_{0}^{t}\|\bar{\varphi}(s)\|_{*}^{2} \mathrm{ds}+\int_{Q_{t}}|\bar{\sigma}|^{2}\right)
\end{aligned}
$$

### 4.3. Vanishing Viscosities Analysis

for a certain constant $C$, independent of $\alpha$ and $\beta$. Therefore, we invoke the Gronwall lemma to complete the proof of Theorem4.16.

## Part II

## Optimal Control Theory

## Optimal Control Theory of the Local Model

The goal of this chapter is to investigate an optimal control problem whose governing equation is given by the local system (3.1) $-(3.5$ ) analysed in Chapter 3 , with standard tracking type cost functional, and where the role of control variable is played by the source term $g$ appearing in equation (3.3).

First, we assume the presence of both the relaxation parameters $\alpha$ and $\beta$ and we establish the existence of a minimiser and the related first-order necessary conditions for optimality. Then, by using asymptotic approaches, we let the parameters $\alpha$ and $\beta$ go to zero to solve similar minimisation problems associated with (3.1)-(3.5) with $\alpha=0$ and $\beta>0$ and $\alpha>0$ and $\beta=0$, respectively.

### 5.1 Optimal Control Theory of the Local Relaxed Model

In this first part of the chapter, we aim at minimising the cost functional of standard tracking type form

$$
\begin{align*}
\mathcal{J}(\varphi, \sigma, u)= & \frac{b_{1}}{2}\left\|\varphi-\varphi_{Q}\right\|_{L^{2}(Q)}^{2}+\frac{b_{2}}{2}\left\|\varphi(T)-\varphi_{\Omega}\right\|_{L^{2}(\Omega)}^{2}+\frac{b_{3}}{2}\left\|\sigma-\sigma_{Q}\right\|_{L^{2}(Q)}^{2} \\
& +\frac{b_{4}}{2}\left\|\sigma(T)-\sigma_{\Omega}\right\|_{L^{2}(\Omega)}^{2}+\frac{b_{0}}{2}\|u\|_{L^{2}(Q)}^{2}, \tag{5.1}
\end{align*}
$$

## Chapter 5. Optimal Control Theory of the Local Model

subject to (3.1)-(3.5) with $g=u$ and the control constraint

$$
u \in \mathcal{U}_{\mathrm{ad}},
$$

where $b_{0}, b_{1}, b_{2}, b_{3}, b_{4}$ denote some non-negative constants (not all zero), and $\varphi_{Q}, \sigma_{Q}$ : $Q \rightarrow \mathbb{R}, \varphi_{\Omega}, \sigma_{\Omega}: \Omega \rightarrow \mathbb{R}$ some prescribed target functions. Moreover, we assume that the space of admissible controls is defined as

$$
\begin{equation*}
\mathcal{U}_{\mathrm{ad}}:=\left\{u \in L^{\infty}(Q): u_{*} \leq u \leq u^{*} \text { a.e. in } Q\right\}, \tag{5.2}
\end{equation*}
$$

for fixed functions $u_{*}, u^{*} \in L^{\infty}(Q)$. Notice that assuming $u_{*} \leq u^{*}$ a.e. in $Q$ implies that $\mathcal{U}_{\mathrm{ad}}$ is a non-empty, closed and convex subset of $L^{2}(Q)$. In addition, since in the following it will be sometimes necessary to work with an open superset of $\mathcal{U}_{\mathrm{ad}}$, we fix some constant $R>0$ such that the open ball

$$
\begin{equation*}
\mathcal{U}_{R}:=\left\{u \in L^{2}(Q):\|u\|_{L^{2}(Q)}<R\right\} \quad \text { contains } \quad \mathcal{U}_{\mathrm{ad}} . \tag{5.3}
\end{equation*}
$$

Thus, the control $u$ may represent a supply of a nutrient or a medication in chemotherapy.

Before moving on, let us spend some words on the classical tracking type structure of the cost functional $\mathcal{J}$ of which (5.1) is an example. As the functions $\varphi_{Q}, \sigma_{Q}, \varphi_{\Omega}, \sigma_{\Omega}$ are fixed, they represent some targets we want to approach. In fact, for instance, the first term in the cost functional $\frac{b_{1}}{2}\left\|\varphi-\varphi_{Q}\right\|_{L^{2}(Q)}^{2}$ is mininimised when the state variable $\varphi$ is as close as possible to the given $\varphi_{Q}$ in the sense of $L^{2}(Q)$-norm. In a similar fashion, it goes for the other variables. Thus, in the context of tumor growth, the functions $\varphi_{Q}, \sigma_{Q}, \varphi_{\Omega}, \sigma_{\Omega}$ should be chosen as stable configurations of the system or as some desirable objective configurations which, e.g., are meaningful for surgery. Differently, the last term $\frac{b_{0}}{2}\|u\|_{L^{2}(Q)}^{2}$ is a classical $L^{2}$-penalisation on large values of the control variable designing the side-effect that the dispensation of too many drugs to the patient may cause. Moreover, let us notice that the constants $b_{0}, b_{1}, b_{2}, b_{3}, b_{4}$ can be chosen accordingly to the therapeutic goal we are interested in. Other terms of interest that can be possibly included in the cost functional are the initial data, in the context of parameter estimation, as in [81], the time treatment as in [30, 93, 139], sparsity effects as in [94, 142], and the estimation of the physical parameters appearing in the model as in [109, 133].

Summarising, the optimal control problem we are going to deal with in this chapter is:
$(C P)_{\alpha, \beta} \quad$ Minimise $\mathcal{J}(\varphi, \sigma, u)$ subject to:
(i) $(\varphi, \mu, \sigma)$ yields a solution to (3.1)-(3.5) obtained from Theorem 3.5 with $g=u$;
(ii) $u \in \mathcal{U}_{\text {ad }}$.

In the second part of the chapter, after the minimisation problem $(C P)_{\alpha, \beta}$ has been treated, by employing the asymptotic results established in Chapter 3, we show that the obtained results for $(C P)_{\alpha, \beta}$ allow us to investigate the asymptotic behaviour of
$(C P)_{\alpha, \beta}$ as $\alpha$ and $\beta$ approach zero in the state system (3.1)-(3.5). We will employ the symbols $(C P)_{\beta}$ and $(C P)_{\alpha}$ to denote the corresponding optimal control problems in which $\alpha=0, \beta>0$ and $\beta=0, \alpha>0$, respectively. Namely, we set
$(C P)_{\beta} \quad$ Minimise $\mathcal{J}(\varphi, \sigma, u)$ subject to:
(i) $(\varphi, \mu, \sigma)$ yields a solution to (3.1)-(3.5) obtained from Theorem 3.9 with $g=u, \alpha=0$;
(ii) $u \in \mathcal{U}_{\text {ad }}$.

The optimal control problem $(C P)_{\alpha}$ can be defined analogously by using Theorem 3.13. Throughout this section, we employ the notation $u$ instead of $g$ (cf. Chapter 3) since here the source term $g$ in (3.1)-(3.5) plays the role of control variable. For the optimal control problem, we postulate the following structural assumptions:

C1 $b_{0}, b_{1}, b_{2}, b_{3}, b_{4}$ are non-negative constants, not all zero.
$\mathbf{C 2} \varphi_{Q}, \sigma_{Q}: Q \rightarrow \mathbb{R}, \varphi_{\Omega}, \sigma_{\Omega}: \Omega \rightarrow \mathbb{R}$ and $\varphi_{Q}, \sigma_{Q} \in L^{2}(Q), \varphi_{\Omega}, \sigma_{\Omega} \in L^{2}(\Omega)$.
C3 $u_{*}, u^{*} \in L^{\infty}(Q)$ with $u_{*} \leq u^{*}$ a.e. in $Q$.
By virtue of the well-posedness result established by Theorem 3.5, we already know that the solution mapping, also referred to as the control-to-state operator, is well defined between the spaces specified in the statement. Namely, we have

$$
\mathcal{S}: \mathcal{U}_{R} \rightarrow \mathcal{Y}, \quad u \mapsto \mathcal{S}(u)=(\varphi, \mu, \sigma)
$$

where the triplet $(\varphi, \mu, \sigma)$ is the unique strong solution to (3.1)-(3.5) obtained from Theorem 3.5, and the solution space $\mathcal{Y}$ is identified by the regularity requirements $(3.22)-\sqrt{3.24}$. Moreover, we use $\mathcal{S}_{i}$ to denote the $i$-th component of the solution operator $\mathcal{S}$.

Besides, a wide number of results concerning optimal controllability for similar tumor growth models have been performed. Up to the author's knowledge, the first optimal control problem for system (3.1)-(3.5) is the work by P. Colli et al. [40]. There, the authors investigate the classical control problem with tracking type cost functional, with the choices $\alpha=\beta=\chi=0$ and where the source term $g$, there called $u$, acts as a control. Moreover, they were forced to restrict the investigation to the case of polynomial-growth type potentials. The inclusion of singular, while regular, potentials has been tackled by the author in [136] for (3.1)-(3.5) with the choices $\alpha, \beta \geq 0$, $\chi=0$. As appears in the strong well-posedness result presented in Chapter 3 (cf. Theorem 3.5), the relaxation terms $\alpha \partial_{t} \mu$ and $\beta \partial_{t} \varphi$ allow establishing the separation property so that the optimal control problem treated in [40] can be extended to the case of the logarithmic potential (1.8): this extension will be presented in this first part of this chapter. Next, the same author, using the so-called deep-quench asymptotic technique, proved in [138] how non-smooth potentials like the double-obstacle potential can also be admitted. The second part of this chapter is devoted to the asymptotic analysis performed in [137, 140]. There the author showed that it is possible to let $\alpha$ and $\beta$ approach zero separately in order to recover the existence of optimal controls
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and to characterise the corresponding first-order necessary conditions for optimality. A control problem similar to [136] has been addressed recently by C. Cavaterra et al. in [143] with a different choice of the cost functional which includes long-time treatment penalisation with the choices $\alpha=\beta=\chi=0$ taking inspiration from the previous contribution [93] (see also [139]). For optimal control problems with different choices for the source terms like (1.24) and for different phase-field models of Cahn-Hilliard type which may also include velocity flow effects, we mention [37, 43, 46, 47, 63, 64]. We also refer to [109] (see also [110]) by C. Kahle et al., where a different choice of the cost functional and control variables turn the optimal control problem in a parameter identification problem: this idea will be used in Chapter 6 for the nonlocal models (4.1)-(4.5) studied in Chapter4.

To conclude the overview, let us mention the work by C. Orrieri et al. [130], where a phase-field model for tumor growth is analysed also taking into account possible stochastic perturbations of the system when two Wiener type noises act on the proliferation of tumor cells and the evolution of nutrient.

### 5.1.1 Existence of a Minimiser

The first issue we are going to address concerns the existence of minimisers of the minimisation problem $(C P)_{\alpha, \beta}$. In this direction, let us point out that the proof easily follows from combining the direct method of calculus of variations presented by Theorem 2.16 with the strong well-posedness result established by Theorem 3.5 .

Theorem 5.1. Assume A1-A4, C1-C3, and $\alpha, \beta \in(0,1)$. Then, the optimal control problem $(C P)_{\alpha, \beta}$ admits at least a minimiser.

Proof of Theorem 5.1] To begin with, let us note that the cost functional $\mathcal{J}$ is nonnegative so that we can consider a minimising sequence $\left\{u_{n}\right\}_{n}$ of elements of $\mathcal{U}_{\text {ad }}$ with the corresponding sequence of states $\left\{\left(\varphi_{n}, \mu_{n}, \sigma_{n}\right)\right\}_{n}$. Namely, we have

$$
\begin{aligned}
\left(\varphi_{n}, \mu_{n}, \sigma_{n}\right) & =\mathcal{S}\left(u_{n}\right) \quad \text { for every } n \in \mathbb{N} \\
\lim _{n \rightarrow \infty} \mathcal{J}\left(\varphi_{n}, \sigma_{n}, u_{n}\right) & =\inf \left\{\mathcal{J}(\varphi, \sigma, u): u \in \mathcal{U}_{\mathrm{ad}},(\varphi, \sigma)=\left(\mathcal{S}_{1}(u), \mathcal{S}_{3}(u)\right)\right\}=: \lambda \geq 0
\end{aligned}
$$

Furthermore, from the estimate (3.26, which is uniform in $n$, we infer the existence of limits $\bar{u} \in \mathcal{U}_{\mathrm{ad}}$ and $(\bar{\varphi}, \bar{\mu}, \bar{\sigma})$ such that along a non-relabelled subsequence, as $n \rightarrow \infty$,

$$
\begin{aligned}
& u_{n} \rightarrow \bar{u} \text { weakly star in } L^{\infty}(Q), \\
& \mu_{n} \rightarrow \bar{\mu} \text { weakly star in } H^{1}(0, T ; H) \cap L^{\infty}(0, T ; V) \cap L^{2}(0, T ; W) \cap L^{\infty}(Q), \\
& \varphi_{n} \rightarrow \bar{\varphi} \text { weakly star in } W^{1, \infty}(0, T ; H) \cap H^{1}(0, T ; V) \cap L^{\infty}(0, T ; W), \\
& \sigma_{n} \rightarrow \bar{\sigma} \text { weakly star in } H^{1}(0, T ; H) \cap L^{\infty}(0, T ; V) \cap L^{2}(0, T ; W) .
\end{aligned}
$$

Moreover, owing to standard compactness results (cf. Lemma 2.4) we have that, possible up to a further extraction and as $n \rightarrow \infty$,

$$
\varphi_{n} \rightarrow \bar{\varphi} \quad \text { strongly in } C^{0}\left([0, T] ; C^{0}(\bar{\Omega})\right) \text { and a.e. in } Q .
$$

Using then the Lebesgue dominated convergence theorem and the continuity of the nonlinear functions $F^{\prime}$ and $P$ it is a standard matter to deduce that

$$
F^{\prime}\left(\varphi_{n}\right) \rightarrow F^{\prime}(\bar{\varphi}) \text { and } P\left(\varphi_{n}\right) \rightarrow P(\bar{\varphi}) \quad \text { strongly in } C^{0}\left([0, T] ; C^{0}(\bar{\Omega})\right) .
$$

These considerations allow us passing to the limit as $n \rightarrow \infty$ in the variational formulation of (3.1)-(3.5) written for $\left(\varphi_{n}, \mu_{n}, \sigma_{n}\right)$ so that $\mathcal{S}(\bar{u})=(\bar{\varphi}, \bar{\mu}, \bar{\sigma})$. Lastly, due to the weak sequential lower semicontinuity of $\mathcal{J}$ we eventually realise that $\bar{u}$ and $(\bar{\varphi}, \bar{\mu}, \bar{\sigma})$ is indeed a minimiser for $(C P)_{\alpha, \beta}$. This conclude the proof of Theorem 5.1 .

### 5.1.2 Linearised System

In this section, we start investigating the first-order necessary conditions for optimality. The first step consists in establishing the Fréchet differentiability of the solution operator $\mathcal{S}$. It can be shown (cf. Theorem 5.3) that the control-to-state operator $\mathcal{S}$ is Fréchet differentiable between suitable Banach spaces and that its directional derivative is captured by the unique solution of the linearised system of (3.1)-(3.5) along a suitable direction. Thus, let us set some preliminary notation: with $\bar{u}$ we denote a fixed admissible control, not necessarily optimal, with the corresponding state $(\bar{\varphi}, \bar{\mu}, \bar{\sigma}):=\mathcal{S}(\bar{u})$. Hence, for every $h \in L^{2}(Q)$, the linearised system to (3.1)-(3.5), expressed in the variables $(\vartheta, \nu, \rho)$, reads as

$$
\begin{align*}
\alpha \partial_{t} \nu+\partial_{t} \vartheta-\Delta \nu & =P^{\prime}(\bar{\varphi})(\bar{\sigma}-\bar{\mu}) \vartheta+P(\bar{\varphi})(\rho-\nu) & & \text { in } Q,  \tag{5.4}\\
\nu & =\beta \partial_{t} \vartheta-\Delta \vartheta+F^{\prime \prime}(\bar{\varphi}) \vartheta & & \text { in } Q,  \tag{5.5}\\
\partial_{t} \rho-\Delta \rho & =-P^{\prime}(\bar{\varphi})(\bar{\sigma}-\bar{\mu}) \vartheta-P(\bar{\varphi})(\rho-\nu)+h & & \text { in } Q,  \tag{5.6}\\
\partial_{\mathbf{n}} \vartheta & =\partial_{\mathbf{n}} \nu=\partial_{\mathbf{n}} \rho=0 & & \text { on } \Sigma,  \tag{5.7}\\
\vartheta(0) & =\nu(0)=\rho(0)=0 & & \text { in } \Omega . \tag{5.8}
\end{align*}
$$

Here, is the corresponding well-posedness result.
Theorem 5.2 (Well-posedness of the linearised system: $\alpha, \beta>0$ ). Assume that A1A4, C1-C3 hold, and $\alpha, \beta \in(0,1)$. Then, for every $h \in L^{2}(Q)$, the linarised system (5.4)-(5.8) admits a unique solution $(\vartheta, \nu, \rho)$ such that

$$
\begin{equation*}
\vartheta, \nu, \rho \in H^{1}(0, T ; H) \cap L^{\infty}(0, T ; V) \cap L^{2}(0, T ; W) . \tag{5.9}
\end{equation*}
$$

Proof of Theorem 5.2 The idea of the proof consists in applying a Faedo-Galerkin scheme (cf. Section 2.4.2). Due to the well-known spectral property of the operator $-\Delta+I$, we consider the family $\left\{w_{j}\right\}_{j}$ of eigenfunctions for the eigenvalue problem

$$
\begin{cases}-\Delta w_{j}+w_{j}=\lambda_{j} w_{j} & \text { in } \Omega,  \tag{5.10}\\ \partial_{\mathbf{n}} w_{j}=0 & \text { on } \Gamma\end{cases}
$$

which produces an orthonormal Schauder basis in $H$. Moreover, $\left\{w_{j}\right\}_{j}$ can be renormalised to have a complete orthonormal system in $(H,(\cdot, \cdot))$ which is also orthogonal
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in $\left(V,(\cdot, \cdot)_{V}\right)$. For every given $n$, we denote by $\mathcal{W}_{n}:=\operatorname{span}\left\{w_{1}, \ldots, w_{n}\right\}$, and with $\mathbb{P}_{n}$ the corresponding projection. We then aim at finding functions $\left(\vartheta_{n}, \nu_{n}, \rho_{n}\right)$ of the form

$$
\begin{aligned}
& \vartheta_{n}(\mathbf{x}, t)=\sum_{k=1}^{n} a_{k}^{n}(t) w_{k}(\mathbf{x}), \quad \nu_{n}(\mathbf{x}, t)=\sum_{k=1}^{n} b_{k}^{n}(t) w_{k}(\mathbf{x}), \\
& \rho_{n}(\mathbf{x}, t)=\sum_{k=1}^{n} c_{k}^{n}(t) w_{k}(\mathbf{x})
\end{aligned}
$$

for suitable unknown sequences $a_{k}^{n}, b_{k}^{n}, c_{k}^{n}$ such that, for every $v \in \mathcal{W}_{n}$,

$$
\begin{align*}
& \int_{\Omega} \alpha \partial_{t} \nu_{n} v+\int_{\Omega} \partial_{t} \vartheta_{n} v+\int_{\Omega} \nabla \nu_{n} \cdot \nabla v=\int_{\Omega} P^{\prime}\left(\bar{\varphi}_{n}\right)\left(\bar{\sigma}_{n}-\bar{\mu}_{n}\right) \vartheta_{n} v \\
& \quad+\int_{\Omega} P\left(\bar{\varphi}_{n}\right)\left(\rho_{n}-\nu_{n}\right) v  \tag{5.11}\\
& \int_{\Omega} \nu_{n} v=\int_{\Omega} \beta \partial_{t} \vartheta_{n} v+\int_{\Omega} \nabla \vartheta_{n} \cdot \nabla v+\int_{\Omega} F^{\prime \prime}\left(\bar{\varphi}_{n}\right) \vartheta_{n} v,  \tag{5.12}\\
& \int_{\Omega} \partial_{t} \rho_{n} v+\int_{\Omega} \nabla \rho_{n} \cdot \nabla v=-\int_{\Omega} P^{\prime}\left(\bar{\varphi}_{n}\right)\left(\bar{\sigma}_{n}-\bar{\mu}_{n}\right) \vartheta_{n} v \\
& \quad-\int_{\Omega} P\left(\bar{\varphi}_{n}\right)\left(\rho_{n}-\nu_{n}\right) v+\int_{\Omega} h_{n} v,  \tag{5.13}\\
& \vartheta_{n}(0)=\nu_{n}(0)=\rho(0)=0 \tag{5.14}
\end{align*}
$$

where

$$
\bar{\varphi}_{n}:=\mathbb{P}_{n}(\bar{\varphi}), \quad \bar{\mu}_{n}:=\mathbb{P}_{n}(\bar{\mu}), \quad \bar{\sigma}_{n}:=\mathbb{P}_{n}(\bar{\sigma}), \quad h_{n}:=\mathbb{P}_{n}(h)
$$

Using (5.12), we infer that the above system can be expressed in terms of $a_{i}^{n}$ and $c_{i}^{n}, 1 \leq i \leq n$ so that it can be reformulated as a Cauchy problem for a nonlinear system of $2 n$ first-order ODE in the unknowns $a_{i}^{n}, c_{i}^{n}$. Due to the Lipschitz continuity and regularity of the nonlinear terms, we obtain by the Cauchy-Lipschitz theorem the existence of a unique solution such that $\left(a_{1}^{n}, \ldots, a_{n}^{n}, c_{1}^{n}, \ldots, c_{n}^{n}\right) \in\left(C^{1}(0, T)\right)^{2 n}$ which entails that $\left(\vartheta_{n}, \nu_{n}, \rho_{n}\right) \in C^{1}\left([0, T] ; \mathcal{W}_{n}\right)^{3}$.

## A Priori Estimates

Here, we point out some uniform estimates with respect to $n$ which allow us to rigorously pass to the limit as $n \rightarrow \infty$ and show that the limit of the approximated solutions $\left(\vartheta_{n}, \nu_{n}, \rho_{n}\right)$ produces a solution to the original problem (5.4)-(5.8). To avoid a heavy notation, in the following estimates we avoid writing the subscript $n$, while we will reintroduce the correct notation at the end of each computation. Notice that all the employed test functions are admissible within the approximation scheme.
First estimate: Firstly, we add to both sides of (5.5) the term $\vartheta$. Then, we test (5.4) by $\nu$, the new second equation by $-\partial_{t} \vartheta$, and (5.6) by $\rho$, add the resulting equalities and
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integrate over $Q_{t}$ and by parts to obtain

$$
\begin{aligned}
& \frac{\alpha}{2}\|\nu(t)\|^{2}+\int_{Q_{t}}|\nabla \nu|^{2}+\beta \int_{Q_{t}}\left|\partial_{t} \vartheta\right|^{2}+\frac{1}{2}\|\vartheta\|_{V}^{2}+\frac{1}{2}\|\rho(t)\|^{2} \\
&+\int_{Q_{t}}|\nabla \rho|^{2}+\int_{Q_{t}} P(\bar{\varphi})(\rho-\nu)^{2} \\
&= \underbrace{\int_{Q_{t}} h \rho-\int_{Q_{t}} F^{\prime \prime}(\bar{\varphi}) \vartheta \partial_{t} \vartheta+\int_{Q_{t}} P^{\prime}(\bar{\varphi})(\bar{\sigma}-\bar{\mu}) \vartheta(\nu-\rho)+\int_{Q_{t}} \vartheta \partial_{t} \vartheta}_{=: \mathbb{I}_{1}=\mathbb{I}_{1}+\mathbb{I}_{1}^{2}+\mathbb{I}_{1}^{3}+\mathbb{I}_{1}^{4}},
\end{aligned}
$$

where, as above, we convey to indicate by $\mathbb{I}_{i}$ the $i$-th line on the right-hand side, whereas with $\mathbb{I}_{i}^{j}$ the $j$-th term on the $i$-th line. It is worth noting that all the terms of the left-hand side are non-negative since they all are squares and $P$ attains nonnegative values by A1. Using Young's inequality along with the estimate (3.29), we easily infer that, for every $\delta>0$,

$$
\left|\mathbb{I}_{1}^{1}\right|+\left|\mathbb{I}_{1}^{2}\right|+\left|\mathbb{I}_{1}^{4}\right| \leq \frac{1}{2} \int_{Q_{t}}\left(|h|^{2}+|\rho|^{2}\right)+2 \delta \int_{Q_{t}}\left|\partial_{t} \vartheta\right|^{2}+C(\delta) \int_{Q_{t}}|\vartheta|^{2} .
$$

Moreover, using Hölder's and Young's inequalities, the bounds for $\bar{\mu}$ and $\bar{\sigma}$ pointed out by (3.26) and (3.29), and the Sobolev embedding $V \subset L^{6}(\Omega)$, we find that

$$
\begin{aligned}
\left|\mathbb{I}_{1}^{3}\right| & \leq C \int_{0}^{t}\left(\|\bar{\sigma}\|_{6}+\|\bar{\mu}\|_{6}\right)\|\vartheta\|_{3}(\|\nu\|+\|\rho\|) \\
& \leq C \int_{0}^{t}\left(\|\bar{\sigma}\|_{V}^{2}+\|\bar{\mu}\|_{V}^{2}\right)\|\vartheta\|_{V}^{2}+C \int_{Q_{t}}\left(|\nu|^{2}+|\rho|^{2}\right) \\
& \leq C \int_{0}^{t}\|\vartheta\|_{V}^{2}+C \int_{Q_{t}}\left(|\nu|^{2}+|\rho|^{2}\right)
\end{aligned}
$$

Thus, we adjust $\delta \in(0,1)$ sufficiently small so that Gronwall's lemma yields

$$
\begin{align*}
& \left\|\vartheta_{n}\right\|_{H^{1}(0, T ; H) \cap L^{\infty}(0, T ; V)}+\left\|\nu_{n}\right\|_{L^{\infty}(0, T ; H) \cap L^{2}(0, T ; V)} \\
& \quad+\left\|\rho_{n}\right\|_{L^{\infty}(0, T ; H) \cap L^{2}(0, T ; V)} \leq C \tag{5.15}
\end{align*}
$$

for a positive constant $C$ independent of $n$.
Second estimate: Multiplying (5.5) by $\Delta \vartheta$ and using (3.29) and the previous estimate lead us to deduce that

$$
\|\Delta \vartheta\|_{L^{2}(0, T ; H)} \leq C
$$

so that elliptic regularity theory entails that

$$
\begin{equation*}
\left\|\vartheta_{n}\right\|_{L^{2}(0, T ; W)} \leq C . \tag{5.16}
\end{equation*}
$$

Third estimate: Next, we multiply (5.4) by $\partial_{t} \nu$, (5.6) by $\partial_{t} \rho$, integrate over $Q_{t}$ and by parts to obtain that

$$
\begin{aligned}
& \alpha \int_{Q_{t}}\left|\partial_{t} \nu\right|^{2}+\frac{1}{2}\|\nabla \nu(t)\|^{2}+\int_{Q_{t}}\left|\partial_{t} \rho\right|^{2}+\frac{1}{2}\|\nabla \rho(t)\|^{2} \\
& \quad=-\int_{Q_{t}} \partial_{t} \vartheta \partial_{t} \nu+\int_{Q_{t}} P^{\prime}(\bar{\varphi})(\bar{\sigma}-\bar{\mu}) \vartheta \partial_{t} \nu+\int_{Q_{t}} P(\bar{\varphi})(\rho-\nu) \partial_{t} \nu \\
& \quad-\int_{Q_{t}} P^{\prime}(\bar{\varphi})(\bar{\sigma}-\bar{\mu}) \vartheta \partial_{t} \rho-\int_{Q_{t}} P(\bar{\varphi})(\rho-\nu) \partial_{t} \rho+\int_{Q_{t}} h \partial_{t} \rho=: \mathbb{I}_{1}+\mathbb{I}_{2} .
\end{aligned}
$$

As $\mathbb{I}_{1}^{2}$ and $\mathbb{I}_{2}^{1}$ are concerned, using (3.26), (3.29), Hölder's inequality along with the continuous embedding $V \subset L^{6}(\Omega)$, we infer that

$$
\begin{aligned}
\left|\mathbb{I}_{1}^{2}\right|+\left|\mathbb{I}_{2}^{1}\right| & \leq C \int_{Q_{t}}(|\bar{\sigma}|+|\bar{\mu}|)|\vartheta|\left|\partial_{t} \nu\right|+C \int_{Q_{t}}(|\bar{\sigma}|+|\bar{\mu}|)|\vartheta| \| \partial_{t} \rho \mid \\
& \leq C \int_{0}^{t}\left(\|\bar{\sigma}\|_{6}+\|\bar{\mu}\|_{6}\right)\|\vartheta\|_{3}\left\|\partial_{t} \nu\right\|+C \int_{0}^{t}\left(\|\bar{\sigma}\|_{6}+\|\bar{\mu}\|_{6}\right)\|\vartheta\|_{3}\left\|\partial_{t} \rho\right\| \\
& \leq \delta \int_{Q_{t}}\left(\left|\partial_{t} \nu\right|^{2}+\left|\partial_{t} \rho\right|^{2}\right)+C(\delta) \int_{0}^{t}\left(\|\bar{\sigma}\|_{V}^{2}+\|\bar{\mu}\|_{V}^{2}\right)\|\vartheta\|_{V}^{2},
\end{aligned}
$$

for a positive $\delta$ yet to be chosen. Moreover, in a similar fashion we can bound the other terms as

$$
\begin{aligned}
\left|\mathbb{I}_{1}^{1}\right|+\left|\mathbb{I}_{1}^{3}\right|+\left|\mathbb{I}_{2}^{2}\right|+\left|\mathbb{I}_{2}^{3}\right| \leq & 2 \delta \int_{Q_{t}}\left(\left|\partial_{t} \nu\right|^{2}+\left|\partial_{t} \rho\right|^{2}\right) \\
& +C(\delta) \int_{Q_{t}}\left(\left|\partial_{t} \vartheta\right|^{2}+|\rho|^{2}+|\nu|^{2}+|h|^{2}\right)
\end{aligned}
$$

and, upon choosing $\delta$ small enough, Gronwall's lemma produces

$$
\begin{equation*}
\left\|\nu_{n}\right\|_{H^{1}(0, T ; H) \cap L^{\infty}(0, T ; V)}+\left\|\rho_{n}\right\|_{H^{1}(0, T ; H) \cap L^{\infty}(0, T ; V)} \leq C . \tag{5.17}
\end{equation*}
$$

Fourth estimate: Next, a comparison argument in (5.4), and (5.6) easily produce that

$$
\|\Delta \nu\|_{L^{2}(0, T ; H)}+\|\Delta \rho\|_{L^{2}(0, T ; H)} \leq C
$$

so that, from the elliptic regularity theory, we infer that

$$
\begin{equation*}
\left\|\nu_{n}\right\|_{L^{2}(0, T ; W)}+\left\|\rho_{n}\right\|_{L^{2}(0, T ; W)} \leq C . \tag{5.18}
\end{equation*}
$$

## Passage to the Limit as $n \rightarrow \infty$

From these a priori estimates independent of $n$ it is now a standard matter by the Banach-Alaoglu theorem to infer the existence of limits $(\nu, \vartheta, \rho)$ such that, as $n \rightarrow \infty$,

$$
\begin{array}{ll}
\vartheta_{n} \rightarrow \vartheta & \text { weakly star in } H^{1}(0, T ; H) \cap L^{\infty}(0, T ; V) \cap L^{2}(0, T ; W), \\
\nu_{n} \rightarrow \nu \quad \text { weakly star in } H^{1}(0, T ; H) \cap L^{\infty}(0, T ; V) \cap L^{2}(0, T ; W), \\
\rho_{n} \rightarrow \rho & \text { weakly star in } H^{1}(0, T ; H) \cap L^{\infty}(0, T ; V) \cap L^{2}(0, T ; W) .
\end{array}
$$

Furthermore, classical compactness embedding results (see, e.g. [141]) allow us to deduce that, as $n \rightarrow \infty$,

$$
\vartheta_{n} \rightarrow \vartheta, \quad \nu_{n} \rightarrow \nu, \quad \rho_{n} \rightarrow \rho \quad \text { strongly in } C^{0}([0, T] ; H) \cap L^{2}(0, T ; V),
$$

and

$$
\vartheta_{n} \rightarrow \vartheta, \quad \nu_{n} \rightarrow \nu, \quad \rho_{n} \rightarrow \rho \quad \text { a.e. in } Q .
$$

Hence, using the Lebesgue dominated convergence theorem and the aforementioned structural assumptions, it is easy to pass to the limit in the variational formulation (5.11)-(5.13) as $n \rightarrow \infty$ and infer that the limit $(\vartheta, \nu, \rho)$ yields a solution to the linearised system (5.4)-(5.8).

As far as the uniqueness is concerned, it readily follows from the linearity of the system along with the above estimates. In fact, taking two solutions $\left\{\left(\vartheta_{i}, \nu_{i}, \rho_{i}\right)\right\}_{i}$, $i=1,2$, and denoting the differences by $\vartheta:=\vartheta_{1}-\vartheta_{2}, \nu:=\nu_{1}-\nu_{2}, \rho:=\rho_{1}-\rho_{2}$, we deduce that the above estimates are verified with $C=0$ which directly implies that $\vartheta=\nu=\rho=0$ proving the uniqueness.

### 5.1.3 Fréchet Differentiability of $\mathcal{S}$

Here, we show that the control-to-state operator $\mathcal{S}$ is Fréchet differentiable between suitable Banach spaces. As a consequence, using the chain rule and the definition of the cost functional $\mathcal{J}$, we will express the abstract optimality condition of (2.22) in an explicit form in terms of the linerised variables. To begin with, we introduce some notation: let $\bar{u} \in \mathcal{U}_{\text {ad }}$ be fixed and denote by $(\bar{\varphi}, \bar{\mu}, \bar{\sigma})=\mathcal{S}(\bar{u})$ the corresponding state. Then, we consider any $h \in L^{2}(Q)$ such that $\bar{u}+h$ belongs to $\mathcal{U}_{R}$. This is fulfilled as soon as $h$ is chosen sufficiently small since $\mathcal{U}_{R}$ is open: from now on, we tacitly assume that $h$ verifies this condition. Moreover, we denote by

$$
\left(\bar{\varphi}^{h}, \bar{\mu}^{h}, \bar{\sigma}^{h}\right):=\mathcal{S}(\bar{u}+h),
$$

and set

$$
\begin{equation*}
\psi:=\bar{\varphi}^{h}-\bar{\varphi}-\vartheta, \quad \zeta:=\bar{\mu}^{h}-\bar{\mu}-\nu, \quad \omega:=\bar{\sigma}^{h}-\bar{\sigma}-\rho . \tag{5.19}
\end{equation*}
$$

Thus, our goal is to prove that there exists a linear operator $D \mathcal{S}(\bar{u})$ such that

$$
\mathcal{S}(\bar{u}+h)=\mathcal{S}(\bar{u})+[D \mathcal{S}(\bar{u})](h)+o\left(\|h\|_{L^{2}(0, T ; H)}\right) \quad \text { as } \quad\|h\|_{L^{2}(0, T ; H)} \rightarrow 0
$$

The expectation is that $D \mathcal{S}(\bar{u})[h]=(\vartheta, \nu, \rho)$ for every $h \in L^{2}(Q)$, where $(\vartheta, \nu, \rho)$ is the unique solution to the linearised system associated with $h$. In light of the aforementioned notation, we realise that it is enough to check that

$$
\begin{equation*}
\|(\psi, \zeta, \omega)\|_{\mathcal{X}} \leq C\|h\|_{L^{2}(0, T ; H)}^{2} \quad \text { as } \quad\|h\|_{L^{2}(0, T ; H)} \rightarrow 0 \tag{5.20}
\end{equation*}
$$

for a suitable Bancach space $\mathcal{X}$ yet to be defined. It is worth noting that due to Theorem 3.5 and Theorem 5.2, we already know that

$$
\psi, \zeta, \omega \in H^{1}(0, T ; H) \cap L^{\infty}(0, T ; V) \cap L^{2}(0, T ; W) .
$$

Theorem 5.3 (Fréchet differentiability of $\mathcal{S}: \alpha, \beta>0$ ). Suppose that A1-A4, C1-C3 hold, and $\alpha, \beta \in(0,1)$. Let $\bar{u} \in \mathcal{U}_{R}$ be a fixed control with the corresponding state $(\bar{\varphi}, \bar{\mu}, \bar{\sigma})=\mathcal{S}(\bar{u})$. Then the control-to-state operator $\mathcal{S}$ is Fréchet differentiable at $\bar{u}$ as a mapping from $\mathcal{U}_{R}$ into the Banach space $\mathcal{X}$ defined by

$$
\begin{equation*}
\mathcal{X}:=\left(H^{1}(0, T ; H) \cap L^{\infty}(0, T ; V) \cap L^{2}(0, T ; W)\right)^{3} \tag{5.21}
\end{equation*}
$$

Moreover, for every $h \in L^{2}(Q), D \mathcal{S}(\bar{u})[h]=(\vartheta, \nu, \rho)$, where $(\vartheta, \nu, \rho)$ is the unique solution to the linearised system associated to $h$ obtained from Theorem 5.2

Proof of Theorem 5.3 In view of the above comments, we are reduced to show that (5.20) is satisfied for the Banach space $\mathcal{X}$ specified by (5.21). In this direction, we consider the system (3.1)-(3.5) written for $\bar{u}+h$ and for $\bar{u}$ as well as the linearised system with respect to $\bar{u}$. Taking the difference of the equations and employing the notation (5.19), we obtain that $(\psi, \zeta, \omega)$ solves the following system

$$
\begin{align*}
\alpha \partial_{t} \zeta+\partial_{t} \psi-\Delta \zeta & =\Theta & & \text { in } Q,  \tag{5.22}\\
\zeta & =\beta \partial_{t} \psi-\Delta \psi+\Xi & & \text { in } Q,  \tag{5.23}\\
\partial_{t} \omega-\Delta \omega & =-\Theta & & \text { in } Q,  \tag{5.24}\\
\partial_{\mathbf{n}} \psi & =\partial_{\mathbf{n}} \zeta=\partial_{\mathbf{n}} \omega=0 & & \text { on } \Sigma,  \tag{5.25}\\
\psi(0) & =\zeta(0)=\omega(0)=0 & & \text { in } \Omega, \tag{5.26}
\end{align*}
$$

where the source terms $\Xi$ and $\Theta$ are defined as follows

$$
\begin{aligned}
& \Xi:=F^{\prime}\left(\bar{\varphi}^{h}\right)-F^{\prime}(\bar{\varphi})-F^{\prime \prime}(\bar{\varphi}) \vartheta, \\
& \Theta:=P\left(\bar{\varphi}^{h}\right)\left(\bar{\sigma}^{h}-\bar{\mu}^{h}\right)-P(\bar{\varphi})(\bar{\sigma}-\bar{\mu})-P^{\prime}(\bar{\varphi})(\bar{\sigma}-\bar{\mu}) \vartheta-P(\bar{\varphi})(\rho-\nu) .
\end{aligned}
$$

Rearranging the terms and using Taylor's theorem with integral remainder, we deduce that

$$
\begin{aligned}
\Xi= & F^{\prime \prime}(\bar{\varphi}) \psi+R_{1}^{h}\left(\bar{\varphi}^{h}-\bar{\varphi}\right)^{2}, \\
\Theta= & P(\bar{\varphi})(\omega-\zeta)+\left(P\left(\bar{\varphi}^{h}\right)-P(\bar{\varphi})\right)\left(\left(\bar{\sigma}^{h}-\bar{\sigma}\right)-\left(\bar{\mu}^{h}-\bar{\mu}\right)\right) \\
& +P^{\prime}(\bar{\varphi})(\bar{\sigma}-\bar{\mu}) \psi+(\bar{\sigma}-\bar{\mu}) R_{2}^{h}\left(\bar{\varphi}^{h}-\bar{\varphi}\right)^{2},
\end{aligned}
$$

where the remainders $R_{1}^{h}$ and $R_{2}^{h}$ are defined by

$$
\begin{aligned}
R_{1}^{h} & :=\int_{0}^{1}(1-s) F^{(3)}\left(\bar{\varphi}+s\left(\bar{\varphi}^{h}-\bar{\varphi}\right)\right) \mathrm{ds} \\
R_{2}^{h} & :=\int_{0}^{1}(1-s) P^{\prime \prime}\left(\bar{\varphi}+s\left(\bar{\varphi}^{h}-\bar{\varphi}\right)\right) \mathrm{ds}
\end{aligned}
$$

respectively.
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## Preliminary Estimates

Let us premise here some useful estimates on the above source terms. First of all, thanks to $(3.29)$ and the regularity assumptions of the nonlinear terms $F$ and $P$, we have the uniform bound

$$
\begin{equation*}
\left\|R_{1}^{h}\right\|_{L^{\infty}(Q)}+\left\|R_{2}^{h}\right\|_{L^{\infty}(Q)} \leq C . \tag{5.27}
\end{equation*}
$$

Using the above estimates, the continuous embedding $V \subset L^{6}(\Omega)$ and the Young and the Hölder inequalties, we derive that

$$
\begin{align*}
\int_{0}^{t}\left\|R_{1}^{h}(s)\left(\bar{\varphi}^{h}(s)-\bar{\varphi}(s)\right)^{2}\right\|^{2} \mathrm{ds} & \leq C \int_{Q_{t}}\left|\bar{\varphi}^{h}-\bar{\varphi}\right|^{4} \\
& \leq C\left\|\bar{\varphi}^{h}-\bar{\varphi}\right\|_{L^{\infty}(0, T ; V)}^{4} \\
& \leq C\|h\|_{L^{2}(0, T ; H)}^{4} . \tag{5.28}
\end{align*}
$$

Moreover, similar arguments lead us to infer that

$$
\begin{align*}
& \int_{Q_{t}}\left|\left(P\left(\bar{\varphi}^{h}\right)-P(\bar{\varphi})\right)\left(\left(\bar{\sigma}^{h}-\bar{\sigma}\right)-\left(\bar{\mu}^{h}-\bar{\mu}\right)\right)\right|^{2}  \tag{5.29}\\
& \quad \leq C \int_{Q_{t}}\left|\bar{\varphi}^{h}-\bar{\varphi}\right|^{2}\left(\left|\bar{\sigma}^{h}-\bar{\sigma}\right|^{2}+\left|\bar{\mu}^{h}-\bar{\mu}\right|^{2}\right) \\
& \quad \leq C \int_{0}^{t}\left\|\bar{\varphi}^{h}(s)-\bar{\varphi}(s)\right\|_{4}^{2}\left(\left\|\bar{\sigma}^{h}(s)-\bar{\sigma}(s)\right\|_{4}^{2}+\left\|\bar{\mu}^{h}(s)-\bar{\mu}(s)\right\|_{4}^{2}\right) \mathrm{ds} \\
& \quad \leq C \int_{0}^{t}\left(\left\|\bar{\varphi}^{h}-\bar{\varphi}\right\|_{V}^{2}\left\|\bar{\sigma}^{h}-\bar{\sigma}\right\|_{V}^{2}+\left\|\bar{\mu}^{h}-\bar{\mu}\right\|_{V}^{2}\right) \leq C\|h\|_{L^{2}(0, T ; H)}^{4}
\end{align*}
$$

and, from (3.26) and (3.29), also that

$$
\begin{align*}
\int_{Q_{t}}\left|P^{\prime}(\bar{\varphi})(\bar{\sigma}-\bar{\mu}) \psi\right|^{2} & \leq C \int_{Q_{t}}\left(|\bar{\sigma}|^{2}+|\bar{\mu}|^{2}\right)|\psi|^{2} \\
& \leq C \int_{0}^{t}\left(\|\bar{\sigma}\|_{V}^{2}+\|\bar{\mu}\|_{V}^{2}\right)\|\psi\|_{V}^{2} \\
& \leq C \int_{0}^{t}\|\psi\|_{V}^{2} \tag{5.30}
\end{align*}
$$

Lastly, thanks to (5.27), Hölder's and Young's inequalities, (3.26), (3.11), (3.40), and the continuous inclusion $V \subset L^{6}(\Omega)$, we obtain that

$$
\begin{align*}
& \int_{Q_{t}}\left|(\bar{\sigma}-\bar{\mu}) R_{2}^{h}\left(\bar{\varphi}^{h}-\bar{\varphi}\right)^{2}\right|^{2} \\
& \quad \leq C \int_{Q_{t}}\left(|\bar{\sigma}|^{2}+|\bar{\mu}|^{2}\right)\left|\bar{\varphi}^{h}-\bar{\varphi}\right|^{4} \\
& \quad \leq C \int_{0}^{t}\left(\|\bar{\sigma}(s)\|_{6}^{2}+\|\bar{\mu}(s)\|_{6}^{2}\right)\left\|\bar{\varphi}^{h}(s)-\bar{\varphi}(s)\right\|_{6}^{4} \mathrm{ds} \\
& \quad \leq C \int_{0}^{t}\left(\|\bar{\sigma}\|_{V}^{2}+\|\bar{\mu}\|_{V}^{2}\right)\left\|\bar{\varphi}^{h}-\bar{\varphi}\right\|_{V}^{4} \leq C\|h\|_{L^{2}(0, T ; H)}^{4} \tag{5.31}
\end{align*}
$$
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With these preliminary we are now ready to address the Fréchet differentiability of $\mathcal{S}$ by checking (5.20).

## Uniform Estimates

First estimate: First, we add to both sides of (5.23) the term $\psi$. Then, we multiply (5.22) by $\zeta$, this new second equation by $-\partial_{t} \psi$, (5.24) by $\omega$, add the resulting equalities and integrate over $Q_{t}$ and by parts to get that

$$
\begin{aligned}
& \frac{\alpha}{2}\|\zeta(t)\|^{2}+\int_{Q_{t}}|\nabla \zeta|^{2}+\frac{1}{2}\|\psi(t)\|_{V}^{2}+\beta \int_{Q_{t}}\left|\partial_{t} \psi\right|^{2}+\|\omega(t)\|^{2}+\int_{Q_{t}}|\nabla \omega|^{2} \\
& \quad=\int_{Q_{t}} \Theta \zeta-\int_{Q_{t}} F^{\prime \prime}(\bar{\varphi}) \psi \partial_{t} \psi-\int_{Q_{t}} R_{1}^{h}\left(\bar{\varphi}^{h}-\bar{\varphi}\right)^{2} \partial_{t} \psi \\
& \quad+\int_{Q_{t}} \psi \partial_{t} \psi-\int_{Q_{t}} \Theta \omega=: \mathbb{I}_{1}+\mathbb{I}_{2} .
\end{aligned}
$$

Using (3.29), Young's inequality, and (5.28), we deduce that

$$
\begin{aligned}
\left|\mathbb{I}_{1}^{2}\right|+\left|\mathbb{I}_{1}^{2}\right|+\left|\mathbb{I}_{2}^{1}\right| & \leq 3 \delta \int_{Q_{t}}\left|\partial_{t} \psi\right|^{2}+C(\delta) \int_{Q_{t}}|\psi|^{2}+C(\delta) \int_{Q_{t}}\left|R_{1}^{h}\left(\bar{\varphi}^{h}-\bar{\varphi}\right)^{2}\right|^{2} \\
& \leq 3 \delta \int_{Q_{t}}\left|\partial_{t} \psi\right|^{2}+C(\delta) \int_{Q_{t}}|\psi|^{2}+C(\delta)\|h\|_{L^{2}(0, T ; H)}^{4}
\end{aligned}
$$

for a constant $\delta>0$ yet to be chosen. Moreover, the first term on the right-hand side can be bounded above by

$$
\begin{aligned}
\left|\mathbb{I}_{1}^{1}\right| \leq & \int_{Q_{t}}\left|P(\bar{\varphi})(\omega-\zeta) \zeta+P\left(\bar{\varphi}^{h}\right)-P(\bar{\varphi})\left(\bar{\sigma}^{h}-\bar{\sigma}\right)-\left(\bar{\mu}^{h}-\mu\right) \zeta\right| \\
& +\int_{Q_{t}}\left|P^{\prime}(\bar{\varphi})(\bar{\sigma}-\bar{\mu}) \psi \zeta+(\bar{\sigma}-\bar{\mu}) R_{2}^{h}\left(\bar{\varphi}^{h}-\bar{\varphi}\right)^{2} \zeta\right| \\
\leq & C \int_{Q_{t}}\left(|\omega|^{2}+|\zeta|^{2}\right)+C \int_{0}^{t}\|\psi\|_{V}^{2}+C\|h\|_{L^{2}(0, T ; H) .}^{4}
\end{aligned}
$$

The last term $\mathbb{I}_{2}^{2}$ can be treated in the same way, while it is related to the variable $\omega$ instead of $\zeta$. Therefore, we pick $\delta$ small enough so that the Gronwall lemma produces

$$
\begin{align*}
& \|\psi\|_{H^{1}(0, T ; H) \cap L^{\infty}(0, T ; V)}+\|\zeta\|_{L^{\infty}(0, T ; H) \cap L^{2}(0, T ; V)} \\
& \quad+\|\omega\|_{L^{\infty}(0, T ; H) \cap L^{2}(0, T ; V)} \leq C\|h\|_{L^{2}(0, T ; H)}^{2} \tag{5.32}
\end{align*}
$$

Second estimate: Accounting for the previous estimate, from a comparison argument in (5.23), we readily obtain that

$$
\|\Delta \psi\|_{L^{2}(0, T ; H)} \leq C\|h\|_{L^{2}(0, T ; H)}^{2}
$$

so that elliptic regularity theory produces

$$
\|\psi\|_{L^{2}(0, T ; W)} \leq C\|h\|_{L^{2}(0, T ; H)}^{2} .
$$
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Third estimate: Next, let us rewrite the equations (5.22) and (5.24) as

$$
\alpha \partial_{t} \zeta-\Delta \zeta=\Theta-\partial_{t} \varphi:=g_{1}, \quad \partial_{t} \omega-\Delta \omega=\Theta:=g_{2} .
$$

Owing to (5.32), we have that

$$
\left\|g_{1}\right\|_{L^{2}(0, T ; H)}+\left\|g_{2}\right\|_{L^{2}(0, T ; H)} \leq C\|h\|_{L^{2}(0, T ; H)}^{2}
$$

so that parabolic regularity theory gives

$$
\|\zeta\|_{H^{1}(0, T ; H) \cap L^{\infty}(0, T ; V) \cap L^{2}(0, T ; W)}+\|\omega\|_{H^{1}(0, T ; H) \cap L^{\infty}(0, T ; V) \cap L^{2}(0, T ; W)} \leq C\|h\|_{L^{2}(0, T ; H)}^{2}
$$

concluding the proof.
Then, by virtue of the above theorem and to the abstract necessary condition for optimality pointed out by the variational inequality (2.22), we obtain the first-order necessary conditions for optimality.

Theorem 5.4. Suppose that A1-A4, C1-C3 hold, and $\alpha, \beta \in(0,1)$. Let $\bar{u} \in \mathcal{U}_{\mathrm{ad}}$ be an optimal control for $(C P)_{\alpha, \beta}$ with the corresponding state $(\bar{\varphi}, \bar{\mu}, \bar{\sigma})=\mathcal{S}(\bar{u})$. Then $\bar{u}$ necessarily satisfies

$$
\begin{align*}
& b_{1} \int_{Q}\left(\bar{\varphi}-\varphi_{Q}\right) \vartheta+b_{2} \int_{\Omega}\left(\bar{\varphi}(T)-\varphi_{\Omega}\right) \vartheta(T)+b_{3} \int_{Q}\left(\bar{\sigma}-\sigma_{Q}\right) \rho \\
& \quad+b_{4} \int_{\Omega}\left(\bar{\sigma}(T)-\sigma_{\Omega}\right) \rho(T)+b_{0} \int_{Q} \bar{u}(u-\bar{u}) \geq 0 \quad \forall u \in \mathcal{U}_{\mathrm{ad}} \tag{5.33}
\end{align*}
$$

where $\vartheta$ and $\rho$ are two components of the unique solution $(\vartheta, \nu, \rho)$ to the linearised system (5.4)-(5.8) associated with $h=u-\bar{u}$ as given by Theorem 5.2 .

### 5.1.4 Adjoint System

Once first-order necessary conditions for optimality for problem $(C P)_{\alpha, \beta}$ has been obtained as the variation inequality (5.33), we aim at simplyfing that condition. In this direction, a classical tool is to introduce the so-called adjoint system which is a backward-in-time system in the variables $(p, q, r)$ and reads as

$$
\begin{array}{ll}
-\partial_{t}(p+\beta q)-\Delta q+F^{\prime \prime}(\bar{\varphi}) q+P^{\prime}(\bar{\varphi})(\bar{\sigma}-\bar{\mu})(r-p) & \\
\quad=b_{1}\left(\bar{\varphi}-\varphi_{Q}\right) & \text { in } Q, \\
-\alpha \partial_{t} p-q-\Delta p+P(\bar{\varphi})(p-r)=0 & \text { in } Q, \\
-\partial_{t} r-\Delta r+P(\bar{\varphi})(r-p)=b_{3}\left(\bar{\sigma}-\sigma_{Q}\right) & \text { in } Q, \\
\partial_{\mathbf{n}} p=\partial_{\mathbf{n}} q=\partial_{\mathbf{n}} r=0 & \text { on } \Sigma, \\
(p+\beta q)(T)=b_{2}\left(\bar{\varphi}(T)-\varphi_{\Omega}\right), \quad \alpha p(T)=0, & \\
r(T)=b_{4}\left(\bar{\sigma}(T)-\sigma_{\Omega}\right) & \text { in } \Omega . \tag{5.39}
\end{array}
$$

Here, the corresponding well-posedness result follows.

Theorem 5.5 (Well-posedness of the adjoint system: $\alpha, \beta>0$ ). Suppose that A1-A4, C1-C3, and $\alpha, \beta \in(0,1)$. Then, the adjoint system (5.35)-(5.39) admits a unique solution $(p, q, r)$ such that

$$
\begin{equation*}
p, q, r \in H^{1}(0, T ; H) \cap C^{0}([0, T] ; V) \cap L^{2}(0, T ; W) \tag{5.40}
\end{equation*}
$$

Proof of Theorem 5.5. A rigorous proof should involve an approximation argument such as the Faedo-Galerkin scheme. However, since the system is linear and the arguments are standard, we just point out the corresponding formal a priori estimates, leaving the details to the reader.
First estimate: First, we add to both sides of (5.36) the term $p$. Then, we test (5.35) by $-q$, this new (5.36) by $-\partial_{t} p$, 5.37) by $r$, add the resulting equalities and integrate over $[t, T]$ and by parts to obtain that

$$
\begin{aligned}
& \frac{\beta}{2}\|q(t)\|^{2}+\int_{Q_{t}^{T}}|\nabla q|^{2}+\alpha \int_{Q_{t}^{T}}\left|\partial_{t} p\right|^{2}+\frac{1}{2}\|p(t)\|_{V}^{2}+\frac{1}{2}\|r(t)\|^{2}+\int_{Q_{t}^{T}}|\nabla r|^{2} \\
& \quad=\frac{1}{2}\|r(T)\|^{2}+\frac{\beta}{2}\|q(T)\|^{2}+\frac{1}{2}\|p(T)\|_{V}^{2}-\int_{Q_{t}^{T}} b_{1}\left(\bar{\varphi}-\varphi_{Q}\right) q+\int_{Q_{t}^{T}} b_{3}\left(\bar{\sigma}-\sigma_{Q}\right) r \\
& \quad+\int_{Q_{t}^{T}} P^{\prime}(\bar{\varphi})(\bar{\sigma}-\bar{\mu})(r-p) q-\int_{Q_{t}^{T}} F^{\prime \prime}(\bar{\varphi})|q|^{2} \\
& \quad-\int_{Q_{t}^{T}} P(\bar{\varphi})(r-p)\left(r+\partial_{t} p\right)-\int_{Q_{t}^{T}} p \partial_{t} p=: \mathbb{I}_{1}+\mathbb{I}_{2}+\mathbb{I}_{3} .
\end{aligned}
$$

Using assumption C1-C2 and Young's inequality we readily infer that

$$
\left|\mathbb{I}_{1}\right| \leq \int_{Q_{t}^{T}}\left(|q|^{2}+|r|^{2}+1\right)
$$

Due to (3.29) and again to the Young inequality, we get

$$
\left|\mathbb{I}_{2}^{2}\right|+\left|\mathbb{I}_{3}\right| \leq 2 \delta \int_{Q_{t}^{T}}\left|\partial_{t} p\right|^{2}+C(\delta) \int_{Q_{t}^{T}}\left(|p|^{2}+|r|^{2}\right)
$$

for a positive $\delta$ yet to be chosen. Lastly, (3.26), (3.29), the continuous embedding $V \subset L^{6}(\Omega)$, Young's and Hölder's inequalities produce

$$
\begin{aligned}
\left|\mathbb{I}_{2}^{1}\right| & \leq C \int_{Q_{t}^{T}}\left|P^{\prime}(\bar{\varphi})(\bar{\sigma}-\bar{\mu}) q\right|^{2}+C \int_{Q_{t}^{T}}|r-p|^{2} \\
& \leq C \int_{t}^{T}\left(\|\bar{\sigma}\|_{6}^{2}+\|\bar{\mu}\|_{6}^{2}\right)\|q\|_{6}\|q\|+C \int_{Q_{t}^{T}}\left(|p|^{2}+|r|^{2}\right) \\
& \leq \frac{1}{2} \int_{Q_{t}^{T}}\left(|q|^{2}+|\nabla q|^{2}\right)+C \int_{t}^{T}\left(\|\bar{\sigma}\|_{V}^{4}+\|\bar{\mu}\|_{V}^{4}\right)\|q\|^{2}+C \int_{Q_{t}^{T}}\left(|p|^{2}+|r|^{2}\right) \\
& \leq \frac{1}{2} \int_{Q_{t}^{T}}|\nabla q|^{2}+C \int_{Q_{t}^{T}}\left(|p|^{2}+|q|^{2}+|r|^{2}\right) .
\end{aligned}
$$
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Hence, we fix $\delta$ small enough and apply the backward-in-time Gronwall lemma to infer that

$$
\|p\|_{H^{1}(0, T ; H) \cap L^{\infty}(0, T ; V)}+\|q\|_{L^{\infty}(0, T ; H) \cap L^{2}(0, T ; V)}+\|r\|_{L^{\infty}(0, T ; H) \cap L^{2}(0, T ; V)} \leq C .
$$

Second estimate: By testing (5.36) by $\Delta p$ and using similar argument as above we deduce that

$$
\|\Delta p\|_{L^{2}(0, T ; H)} \leq C
$$

so that elliptic regularity theory entails that

$$
\|p\|_{L^{2}(0, T ; W)} \leq C
$$

Third estimate: We now multiply (5.35) by $\partial_{t} q$ and integrate over $Q_{t}^{T}$ and by parts to obtain that

$$
\begin{aligned}
& \beta \int_{Q_{t}^{T}}\left|\partial_{t} q\right|^{2}+\frac{1}{2}\|\nabla q(t)\|^{2}=\frac{1}{2}\|\nabla q(T)\|^{2}+\int_{Q_{t}^{T}} \partial_{t} p \partial_{t} q \\
& \quad-\int_{Q_{t}^{T}} P^{\prime}(\bar{\varphi})(\bar{\sigma}-\bar{\mu})(r-p) \partial_{t} q+\int_{Q_{t}^{T}} F^{\prime \prime}(\bar{\varphi}) q \partial_{t} q+\int_{Q_{t}^{T}} b_{1}\left(\bar{\varphi}-\varphi_{Q}\right) \partial_{t} q .
\end{aligned}
$$

Except for the second term on the right-hand side the other terms can be bounded above by

$$
\begin{equation*}
3 \delta \int_{Q_{t}^{T}}\left|\partial_{t} q\right|^{2}+C(\delta) \int_{Q_{t}^{T}}\left(\left|\partial_{t} p\right|^{2}+|q|^{2}+1\right) \tag{5.41}
\end{equation*}
$$

by using Young's inequality for a positive $\delta$ yet to be chosen. Furthermore, owing to the continuous inclusion $V \subset L^{6}(\Omega)$, the boundedness of $P^{\prime}$ and Hölder's inequality we have

$$
\begin{aligned}
& \int_{Q_{t}^{T}} P^{\prime}(\bar{\varphi})(\bar{\sigma}-\bar{\mu})(r-p) \partial_{t} q \\
& \quad \leq C \int_{t}^{T}\left(\|\bar{\sigma}\|_{6}+\|\bar{\mu}\|_{6}\right)\left(\|r\|_{3}+\|p\|_{3}\right)\left\|\partial_{t} q\right\| \\
& \quad \leq \delta \int_{Q_{t}^{T}}\left|\partial_{t} q\right|^{2}+C(\delta) \int_{t}^{T}\left(\|\bar{\sigma}\|_{V}^{2}+\|\bar{\mu}\|_{V}^{2}\right)\left(\|r\|_{V}^{2}+\|p\|_{V}^{2}\right),
\end{aligned}
$$

where all the terms on the right-hand side have already been estimated. Therefore, fixing $\delta$ sufficientely small we conclude that

$$
\|q\|_{H^{1}(0, T ; H) \cap L^{\infty}(0, T ; V)} \leq C .
$$

Fourth estimate: Testing (5.37) by $-\partial_{t} r$ and using similar aguments as above we deduce that

$$
\|r\|_{H^{1}(0, T ; H) \cap L^{\infty}(0, T ; V)} \leq C .
$$
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Fifth estimate: A comparison argument in (5.35) and (5.37) along with elliptic regularity theory imply

$$
\|q\|_{L^{2}(0, T ; W)}+\|r\|_{L^{2}(0, T ; W)} \leq C
$$

which concludes the existence part of the proof.
As far as the uniqueness is concerned, it is enough to consider two solutions $\left\{\left(p_{i}, q_{i}, r_{i}\right)\right\}_{i}, i=1,2$ to (5.35)-(5.39) and after setting $p:=p_{1}-p_{2}, q:=q_{1}-$ $q_{2}, r:=r_{1}-r_{2}$, realise that all the above estimates are verified with $C=0$ so that $p=q=r=0$.

### 5.1.5 First-order Optimality Conditions

Using the adjoint variables we are now in the position to eliminate the linearised variables from the variational inequality (5.33) and obtain:

Theorem 5.6 (First-order necessary optimality condition: $\alpha, \beta>0$ ). Suppose A1-A4, C1-C3, and $\alpha, \beta \in(0,1)$. Then, every optimal control $\bar{u}$ necessarily satifies

$$
\begin{equation*}
\int_{Q}\left(r+b_{0} \bar{u}\right)(u-\bar{u}) \geq 0 \quad \forall u \in \mathcal{U}_{\mathrm{ad}} \tag{5.42}
\end{equation*}
$$

where $r$ is the third component of the adjoint system obtained from Theorem 5.5 Moreover, if $b_{0}>0, \bar{u}$ is the $L^{2}(0, T ; H)$-orthogonal projection of $-b_{0}{ }^{-1} r$ onto the closed subspace $\mathcal{U}_{\mathrm{ad}}$ and we have the following pointwise characterisation for the minimiser

$$
\bar{u}(\mathbf{x}, t)=\max \left\{u_{*}(\mathbf{x}, t), \min \left\{u^{*}(\mathbf{x}, t),-b_{0}^{-1} r(\mathbf{x}, t)\right\}\right\} \quad \text { for a.a. }(\mathbf{x}, t) \in Q .
$$

It is worth noticing that, as a consequence of (5.42), we deduce via Riesz's representation theorem that the gradient of the reduced cost functional $\mathcal{J}_{\text {red }}$ can be identified as $\nabla \mathcal{J}_{\text {red }}(\bar{u})=r+b_{0} \bar{u}$. From a numerical perspective this plays an important role since the optimal control problem reduces to minimise a function $\mathcal{J}_{\text {red }}$ whose gradient is known.

Proof of Theorem 5.6. Comparing the inequalities (5.33) with (5.42), we realise that it suffices to check the identity

$$
\begin{align*}
\int_{Q} r h= & b_{1} \int_{Q}\left(\bar{\varphi}-\varphi_{Q}\right) \vartheta+b_{2} \int_{\Omega}\left(\bar{\varphi}(T)-\varphi_{\Omega}\right) \vartheta(T) \\
& +b_{3} \int_{Q}\left(\bar{\sigma}-\sigma_{Q}\right) \rho+b_{4} \int_{\Omega}\left(\bar{\sigma}(T)-\sigma_{\Omega}\right) \rho(T) \tag{5.43}
\end{align*}
$$

with $h=v-\bar{u}$, where $\vartheta$ and $\rho$ are the corresponding linearised variables obtained from Theorem 5.2. In this direction, we multiply (5.4)-(5.6) by $p, q, r$, in this order
and add the equalities to obtain that

$$
\begin{aligned}
0= & \int_{Q} p\left[\alpha \partial_{t} \nu+\partial_{t} \vartheta-\Delta \nu-P^{\prime}(\bar{\varphi})(\bar{\sigma}-\bar{\mu}) \vartheta-P(\bar{\varphi})(\rho-\nu)\right] \\
& +\int_{Q} q\left[-\nu+\beta \partial_{t} \vartheta-\Delta \vartheta+F^{\prime \prime}(\bar{\varphi}) \vartheta\right] \\
& +\int_{Q} r\left[\partial_{t} \rho-\Delta \rho+P^{\prime}(\bar{\varphi})(\bar{\sigma}-\bar{\mu}) \vartheta+P(\bar{\varphi})(\rho-\nu)-h\right]
\end{aligned}
$$

Integration by parts with respect to time, using the initial conditions (5.8), and rearranging the terms leads us to

$$
\begin{aligned}
\int_{Q} r h= & \int_{Q} \nu\left[q-\alpha \partial_{t} p-\Delta p+P(\bar{\varphi})(p-r)\right] \\
& +\int_{Q} \vartheta\left[\beta \partial_{t} q-\partial_{t} p+\Delta q-F^{\prime \prime}(\bar{\varphi}) q+P^{\prime}(\bar{\varphi})(\bar{\sigma}-\bar{\mu})(r-p)\right] \\
& +\int_{Q} \rho\left[-\partial_{t} r-\Delta r+P(\bar{\varphi})(r-p)\right] \\
& +\int_{\Omega}[(p+\beta q)(T) \vartheta(T)+\alpha \nu(T) p(T)+r(T) \rho(T)] .
\end{aligned}
$$

Thus, using the terminal conditions (5.38) and recalling the definition of the adjoint variables (5.35)-(5.39), we realise that the most part of the above terms simplify and the remaining equality is exactly (5.43), as we claimed.

### 5.2 Asymptotic Analysis

In this section, we aim at exploiting the results established so far for the optimal control problem $(C P)_{\alpha, \beta}$ to address the minimisation problems $(C P)_{\alpha}$ and $(C P)_{\beta}$ via asymptotic approach. In particular, the main goal is to pass to the limit as $\alpha$ and $\beta$ go to zero in the variational inequality (5.42) to characterise the corresponding first-order necessary conditions for optimality. Notice that these passages to the limit are rather involved as we need to keep track the behaviour of the state and adjoint systems as well as the behaviour of the control as the parameters approach zero. In this direction, we recall that the asymptotic analysis on the state system has already been addressed in Chapter 3, see Theorems 3.9, 3.10, 3.13, and 3.14.

Then, the first novelty addressed in this section consists in understanding the asymptotic behaviour of the adjoint system. To this aim, the first step is to point out some a priori estimates which will allow us to let the parameters $\alpha$ and $\beta$ go to zero by using classical weak and weak star compactness arguments.

As a second step, we prove how to approximate optimal controls of $(C P)_{\alpha}$ and $(C P)_{\beta}$ through sequences of optimal controls of the relaxed problem $(C P)_{\alpha, \beta}$. Then, we combine the results to rigorously pass to the limit in the variational inequality (5.42) obtaining the corresponding optimality conditions for the limit problems $(C P)_{\alpha}$ and $(C P)_{\beta}$, respectively. Moreover, let us recall that the well-posedness of the state system
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(3.1)-(3.5) with $\alpha=\beta=0$ has been already addressed in [78] and the associated optimal control problem was investigated in [40] for polynomial growth type potentials.

### 5.2.1 The Optimisation Problem $(C P)_{\alpha, \beta}$ as $\alpha \rightarrow 0$

From now onward, we set the following notation: for every $\alpha \in\left(0, \alpha_{00}\right)$ and $\beta \in$ $\left(0, \beta_{0}\right)$, let $\bar{u}_{\alpha, \beta} \in \mathcal{U}_{\text {ad }}$ be a fixed admissible control, and let ( $\bar{\varphi}_{\alpha, \beta}, \bar{\mu}_{\alpha, \beta}, \bar{\sigma}_{\alpha, \beta}$ ) and $\left(p_{\alpha, \beta}, q_{\alpha, \beta}, r_{\alpha, \beta}\right)$ denote the associated unique solutions to the state system (3.1)-(3.5) and the adjoint system (5.35)-(5.39) with $\alpha, \beta>0$ as obtained from Theorem 3.2 and Theorem [5.5, respectively. The first result concerns the existence of minimisers for the optimisation problem $(C P)_{\beta}$ which can be deduced by adapting the lines of argument in the proof of Theorem 5.1 .

### 5.2.1.1 Existence of minimisers

Theorem 5.7 (Existence of a minimiser: $\alpha \rightarrow 0$ ). Assume that the assumption of Theorem 3.10 are fulfilled and suppose that $\mathbf{C 1} \mathbf{- C 3}$ hold. Then the optimisation problem $(C P)_{\beta}$ admits a minimiser.

Proof of Theorem 5.7 The proof readily follows as an application of the direct methods of calculus of variations along with the asymptotic behaviour results pointed out by Theorem 3.9. To begin with, notice that the cost functional $\mathcal{J}$ is non-negative so that we can consider a minimising sequence of optimal controls for $(C P)_{\alpha, \beta}$. Hence, we take a sequence $\left\{\alpha_{n}\right\}_{n} \subset(0,1]$ which goes to zero as $n \rightarrow \infty$, and consider a minimising sequence $\left\{u_{n, \beta}\right\}_{n}:=\left\{u_{\alpha_{n}, \beta}\right\}_{n} \subset \mathcal{U}_{\text {ad }}$ such that, for every $n, u_{n, \beta}$ is optimal for $(C P)_{\alpha_{n}, \beta}$, and we denote by $\left\{\left(\varphi_{n, \beta}, \mu_{n, \beta}, \sigma_{n, \beta}\right)\right\}_{n}$ the sequence of the corresponding states. Namely, we have

$$
\begin{aligned}
& \left(\varphi_{n, \beta}, \mu_{n, \beta}, \sigma_{n, \beta}\right)=\mathcal{S}\left(u_{n, \beta}\right) \quad \text { for every } n \in \mathbb{N} \\
& \lim _{n \rightarrow \infty} \mathcal{J}\left(\varphi_{n, \beta}, \sigma_{n, \beta}, u_{n, \beta}\right) \\
& \quad=\inf \left\{\mathcal{J}(\varphi, \sigma, u): u \in \mathcal{U}_{\mathrm{ad}},(\varphi, \sigma)=\left(\mathcal{S}_{1}(u), \mathcal{S}_{3}(u)\right)\right\}=: \lambda \geq 0 .
\end{aligned}
$$

Moreover, notice that the convergences (3.47)-3.51) are independent of $n$ (i.e., on $\alpha)$ and from the assumptions on $\mathcal{U}_{\mathrm{ad}}$, it follows from classical weak and weak star compactness results the existence of a non-relabelled subsequence and limits $\bar{u}_{\beta} \in \mathcal{U}_{\text {ad }}$ and $\left(\bar{\varphi}_{\beta}, \bar{\mu}_{\beta}, \bar{\sigma}_{\beta}\right)$ such that, as $n \rightarrow \infty$,

$$
\begin{aligned}
& u_{n, \beta} \rightarrow \bar{u}_{\beta} \text { weakly star in } L^{\infty}(Q), \\
& \varphi_{n, \beta} \rightarrow \bar{\varphi}_{\beta} \text { weakly star in } H^{1}(0, T ; H) \cap L^{\infty}(0, T ; V) \cap L^{2}(0, T ; W), \\
& \mu_{n, \beta} \rightarrow \bar{\mu}_{\beta} \text { weakly in } L^{2}(0, T ; V), \\
& \sigma_{n, \beta} \rightarrow \bar{\sigma}_{\beta} \text { weakly star in } H^{1}\left(0, T ; V^{*}\right) \cap L^{\infty}(0, T ; H) \cap L^{2}(0, T ; V) .
\end{aligned}
$$

Moreover, a compactness argument (see Lemma 2.4) yields that

$$
\varphi_{n, \beta} \rightarrow \bar{\varphi}_{\beta} \quad \text { strongly in } C^{0}([0, T] ; H) \cap L^{2}(0, T ; V) .
$$

This, along with the growth assumption of the potential postulated by (3.53) allows us to infer that

$$
F^{\prime}\left(\varphi_{n, \beta}\right) \rightarrow F^{\prime}\left(\bar{\varphi}_{\beta}\right) \quad \text { strongly in } L^{2}(0, T ; H)
$$

Then, it suffices to take into account the variational formulation of system (3.1)-3.5) written for the solution triplet $\left(\varphi_{n, \beta}, \mu_{n, \beta}, \sigma_{n, \beta}\right)$, and the control $u_{n, \beta}$ and pass to the limit as $n \rightarrow \infty$ to conclude that $\left(\bar{\varphi}_{\beta}, \bar{\mu}_{\beta}, \bar{\sigma}_{\beta}\right)$ and $\bar{u}_{\beta}$ yield a minimiser for $(C P)_{\beta}$.

### 5.2.1.2 A Priori Estimates on the Adjoint Variables

Then, we present some a priori estimates on the adjoint variables of (5.35)-(5.39) which are independent of $\alpha$.

Theorem 5.8. Suppose that the assumption of Theorem 3.10 are fulfilled and that C1-C3 hold. Let $\bar{u}_{\beta}$ be an optimal control of $(C P)_{\beta}$ and $\left\{u_{\alpha, \beta}\right\}_{\alpha} \subset \mathcal{U}_{\mathrm{ad}}$ be such that $u_{\alpha, \beta} \rightarrow \bar{u}_{\beta}$ strongly in $L^{2}(0, T ; H)$ as $\alpha \rightarrow 0$. Let $\left(\varphi_{\alpha, \beta}, \mu_{\alpha, \beta}, \sigma_{\alpha, \beta}\right)$ and $\left(p_{\alpha, \beta}, q_{\alpha, \beta}, r_{\alpha, \beta}\right)$ denote the state associated to $u_{\alpha, \beta}$ and the unique solution to the adjoint system (5.35)(5.39) as given by Theorem 3.5 and Theorem 5.5 respectively. Let $\left(\bar{\varphi}_{\beta}, \bar{\mu}_{\beta}, \bar{\sigma}_{\beta}\right)$ be the unique solution to (3.1)-(3.5) with $\alpha=0$ obtained from Theorem 3.10 associated to $\bar{u}_{\beta}$. Then, there exists a triplet $\left(p_{\beta}, q_{\beta}, r_{\beta}\right)$ with

$$
\begin{aligned}
p_{\beta} & \in L^{2}(0, T ; W), \\
q_{\beta} & \in L^{2}(0, T ; V), \\
p_{\beta}+\beta q_{\beta} & \in H^{1}\left(0, T ; V^{*}\right), \\
r_{\beta} & \in H^{1}\left(0, T ; V^{*}\right) \cap C^{0}([0, T] ; H) \cap L^{2}(0, T ; V),
\end{aligned}
$$

such that it holds, as $\alpha \rightarrow 0$,

$$
\begin{align*}
& p_{\alpha, \beta} \rightarrow p_{\beta} \quad \text { weakly in } L^{2}(0, T ; W),  \tag{5.44}\\
& q_{\alpha, \beta} \rightarrow q_{\beta} \quad \text { weakly in } L^{2}(0, T ; V),  \tag{5.45}\\
& r_{\alpha, \beta} \rightarrow \rightarrow r_{\beta} \quad \text { weakly star in } H^{1}\left(0, T ; V^{*}\right) \cap L^{\infty}(0, T ; H) \cap L^{2}(0, T ; V), \\
& \quad \text { and strongly in } L^{2}(0, T ; H),  \tag{5.46}\\
& p_{\alpha, \beta}+\beta q_{\alpha, \beta} \rightarrow \rightarrow p_{\beta}+\beta q_{\beta} \quad \text { weakly star in } H^{1}\left(0, T ; V^{*}\right) \cap L^{\infty}(0, T ; H) \cap L^{2}(0, T ; V), \\
& \quad \text { and strongly in } L^{2}(0, T ; H),  \tag{5.47}\\
& \alpha p_{\alpha, \beta} \rightarrow 0 \quad \text { strongly in } H^{1}(0, T ; H) \cap L^{\infty}(0, T ; V) \cap L^{2}(0, T ; W) . \tag{5.48}
\end{align*}
$$

Moreover, there exists a positive constant $K_{\beta}$, which may depend on $\beta$ but it is independent of $\alpha$, such that

$$
\begin{align*}
& \left\|p_{\alpha, \beta}-\beta q_{\alpha, \beta}\right\|_{H^{1}\left(0, T ; V^{*}\right) \cap L^{\infty}(0, T ; H) \cap L^{2}(0, T ; V)}+\left\|q_{\alpha, \beta}\right\|_{L^{2}(0, T ; V)} \\
& \quad+\alpha\left\|p_{\alpha, \beta}\right\|_{H^{1}(0, T ; H)}+\alpha^{1 / 2}\left\|p_{\alpha, \beta}\right\|_{L^{\infty}(0, T ; V)} \\
& \quad+\left\|p_{\alpha, \beta}\right\|_{L^{2}(0, T ; W)}+\left\|r_{\alpha, \beta}\right\|_{H^{1}\left(0, T ; V^{*}\right) \cap L^{\infty}(0, T ; H) \cap L^{2}(0, T ; V)} \leq K_{\beta} . \tag{5.49}
\end{align*}
$$
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In addition, the limit triplet $\left(p_{\beta}, q_{\beta}, r_{\beta}\right)$ is the unique weak solution to the adjoint system (5.35)-(5.39) with $\alpha=0$ in the sense that it fulfils

$$
\begin{aligned}
& -\left\langle\partial_{t}\left(p_{\beta}+\beta q_{\beta}\right)(t), v\right\rangle+\int_{\Omega} \nabla q_{\beta}(t) \cdot \nabla v+\int_{\Omega} F^{\prime \prime}\left(\bar{\varphi}_{\beta}(t)\right) q_{\beta}(t) v \\
& \quad=\int_{\Omega} b_{1}\left(\bar{\varphi}_{\beta}(t)-\varphi_{Q}(t)\right) v \\
& -\int_{\Omega} q_{\beta}(t) v+\int_{\Omega} \nabla p_{\beta}(t) \cdot \nabla v+P \int_{\Omega}\left(p_{\beta}(t)-r_{\beta}(t)\right) v=0 \\
& -\left\langle\partial_{t} r_{\beta}(t), v\right\rangle+\int_{\Omega} \nabla r_{\beta}(t) \cdot \nabla v+P \int_{\Omega}\left(r_{\beta}(t)-p_{\beta}(t)\right) v=\int_{\Omega} b_{3}\left(\bar{\sigma}_{\beta}(t)-\sigma_{Q}(t)\right) v,
\end{aligned}
$$

for every $v \in V$ and almost everywhere in $(0, T)$, and

$$
\left(p_{\beta}+\beta q_{\beta}\right)(T)=b_{2}\left(\bar{\varphi}_{\beta}(T)-\varphi_{\Omega}\right), \quad r_{\beta}(T)=\int_{\Omega} b_{4}\left(\bar{\sigma}_{\beta}(T)-\sigma_{\Omega}\right)
$$

Proof of Theorem 5.8 For brevity, the estimates presented below are formal, but they can be easily justified by introducing a Faedo-Galerkin scheme. Moreover, in what follows, the symbol $C$ will denote a positive constant which may depend on $\beta$ but it is independent of $\alpha$.
First estimate: To begin with, we set

$$
\begin{equation*}
w_{\alpha}:=p_{\alpha}+\beta q_{\alpha}, \tag{5.50}
\end{equation*}
$$

which in turn implies the identities

$$
q_{\alpha}=\frac{w_{\alpha}-p_{\alpha}}{\beta}, \quad p_{\alpha}=w_{\alpha}-\beta q_{\alpha} .
$$

Hence, we rewrite the system (5.35)-(5.39) in terms of $p_{\alpha}, w_{\alpha}$, and $r_{\alpha}$ to obtain that

$$
\begin{array}{ll}
-\partial_{t} w_{\alpha, \beta}+\frac{1}{\beta} \Delta\left(p_{\alpha, \beta}-w_{\alpha, \beta}\right)+\frac{1}{\beta} F^{\prime \prime}\left(\bar{\varphi}_{\alpha, \beta}\right)\left(w_{\alpha, \beta}-p_{\alpha, \beta}\right) & \\
\quad=b_{1}\left(\bar{\varphi}_{\alpha, \beta}-\varphi_{Q}\right) & \text { in } Q, \\
-\alpha \partial_{t} p_{\alpha, \beta}+\frac{1}{\beta}\left(p_{\alpha, \beta}-w_{\alpha, \beta}\right)-\Delta p_{\alpha, \beta}+P\left(p_{\alpha, \beta}-r_{\alpha, \beta}\right)=0 & \text { in } Q \\
-\partial_{t} r_{\alpha, \beta}-\Delta r_{\alpha, \beta}+P\left(r_{\alpha, \beta}-p_{\alpha, \beta}\right)=b_{3}\left(\bar{\sigma}_{\alpha, \beta}-\sigma_{Q}\right) & \text { in } Q, \\
\partial_{\mathbf{n}} w_{\alpha, \beta}=\partial_{\mathbf{n}} p_{\alpha, \beta}=\partial_{\mathbf{n}} r_{\alpha, \beta}=0 & \text { on } \Sigma, \\
w_{\alpha, \beta}(T)=b_{2}\left(\bar{\varphi}_{\alpha, \beta}(T)-\varphi_{\Omega}\right), \alpha p_{\alpha, \beta}(T)=0, & \\
r_{\alpha, \beta}(T)=b_{4}\left(\bar{\sigma}_{\alpha, \beta}(T)-\sigma_{\Omega}\right) & \text { in } \Omega . \tag{5.55}
\end{array}
$$

Then, we multiply (5.51) by $w_{\alpha, \beta}$, (5.52) by $p_{\alpha, \beta}-\Delta p_{\alpha, \beta}$, (5.53) by $r_{\alpha, \beta}$ add the resulting equalities and integrate over $Q_{t}^{T}$ and by parts to obtain, upon rearranging the
terms, that

$$
\begin{aligned}
& \frac{1}{2}\left\|w_{\alpha, \beta}(t)\right\|^{2}+\frac{1}{\beta} \int_{Q_{t}^{T}}\left|\nabla w_{\alpha, \beta}\right|^{2}+\frac{\alpha}{2}\left\|p_{\alpha, \beta}(t)\right\|_{V}^{2}+\left(\frac{1}{\beta}+P\right) \int_{Q_{t}^{T}}\left|p_{\alpha, \beta}\right|^{2} \\
& \quad+\left(\frac{1}{\beta}+P+1\right) \int_{Q_{t}^{T}}\left|\nabla p_{\alpha, \beta}\right|^{2}+\int_{Q_{t}^{T}}\left|\Delta p_{\alpha, \beta}\right|^{2}+\frac{1}{2}\left\|r_{\alpha, \beta}(t)\right\|^{2} \\
& \quad+\int_{Q_{t}^{T}}\left|\nabla r_{\alpha, \beta}\right|^{2}+P \int_{Q_{t}^{T}}\left|r_{\alpha, \beta}\right|^{2} \\
& =\frac{1}{2}\left\|b_{2}\left(\bar{\varphi}_{\alpha, \beta}(T)-\varphi_{\Omega}\right)\right\|^{2}+\frac{1}{2}\left\|b_{4}\left(\bar{\sigma}_{\alpha, \beta}(T)-\sigma_{\Omega}\right)\right\|^{2}+\int_{Q_{t}^{T}} b_{1}\left(\bar{\varphi}_{\alpha, \beta}-\varphi_{Q}\right) w_{\alpha, \beta} \\
& \quad+\int_{Q_{t}^{T}} b_{3}\left(\bar{\sigma}_{\alpha, \beta}-\sigma_{Q}\right) r_{\alpha, \beta}+\frac{1}{\beta} \int_{Q_{t}^{T}} F^{\prime \prime}\left(\bar{\varphi}_{\alpha, \beta}\right) p_{\alpha, \beta} w_{\alpha, \beta}-\frac{1}{\beta} \int_{Q_{t}^{T}} F^{\prime \prime}\left(\bar{\varphi}_{\alpha, \beta}\right)\left|w_{\alpha, \beta}\right|^{2} \\
& \quad-\frac{2}{\beta} \int_{Q_{t}^{T}} \Delta p_{\alpha, \beta} w_{\alpha, \beta}+P \int_{Q_{t}^{T}} r_{\alpha, \beta}\left(p_{\alpha, \beta}-\Delta p_{\alpha, \beta}\right) \\
& \quad+\frac{1}{\beta} \int_{Q_{t}^{T}} w_{\alpha, \beta} p_{\alpha, \beta}+P \int_{Q_{t}^{T}} p_{\alpha, \beta} r_{\alpha, \beta}=: \mathbb{I}_{1}+\mathbb{I}_{2}+\mathbb{I}_{3}+\mathbb{I}_{4} .
\end{aligned}
$$

Using the terminal conditions (5.55), assumptions C1-C2, we infer by the Young inequality that

$$
\left|\mathbb{I}_{1}\right|+\left|\mathbb{I}_{2}^{1}\right| \leq C \int_{Q_{t}^{T}}\left(\left|w_{\alpha, \beta}\right|^{2}+\left|r_{\alpha, \beta}\right|^{2}+1\right)
$$

As for $\mathbb{I}_{2}^{2}$ and $\mathbb{I}_{2}^{3}$, we recall the growth assumption (3.53) and the fact that $\bar{\varphi}_{\alpha, \beta}$ is bounded in $H^{1}(0, T ; H) \cap L^{2}(0, T ; W)$, uniformely with respect to $\alpha$, due to (3.47). Thus, Hölder's and Young's inequalities along with the continuous injection $V \subset$ $L^{6}(\Omega)$ lead us to infer that

$$
\begin{aligned}
\left|\mathbb{I}_{2}^{2}\right|+\left|\mathbb{I}_{2}^{3}\right| \leq & C \int_{t}^{T}\left(1+\left\|\left|\bar{\varphi}_{\alpha, \beta}\right|^{2}\right\|_{3}\right)\left\|p_{\alpha, \beta}\right\|_{6}\left\|w_{\alpha, \beta}\right\| \\
& +C \int_{t}^{T}\left(1+\left\|\left|\bar{\varphi}_{\alpha, \beta}\right|^{2}\right\|_{3}\right)\left\|w_{\alpha, \beta}\right\|_{6}\left\|w_{\alpha, \beta}\right\| \\
\leq & C \int_{t}^{T}\left(1+\left\|\bar{\varphi}_{\alpha, \beta}\right\|_{V}^{2}\right)\left\|p_{\alpha, \beta}\right\|_{V}\left\|w_{\alpha, \beta}\right\| \\
& +C \int_{t}^{T}\left(1+\left\|\bar{\varphi}_{\alpha, \beta}\right\|_{V}^{2}\right)\left\|w_{\alpha, \beta}\right\|_{V}\left\|w_{\alpha, \beta}\right\| \\
\leq & \delta \int_{t}^{T}\left\|p_{\alpha, \beta}\right\|_{V}^{2}+\delta \int_{Q_{t}^{T}}\left|\nabla w_{\alpha, \beta}\right|^{2}+C(\delta) \int_{Q_{t}^{T}}\left|w_{\alpha, \beta}\right|^{2},
\end{aligned}
$$

for a positive constant $\delta$ yet to be determined. Next, similar arguments lead us to obtain that

$$
\left|\mathbb{I}_{3}^{1}\right| \leq \frac{1}{4} \int_{Q_{t}^{T}}\left|\Delta p_{\alpha, \beta}\right|^{2}+\frac{2}{\beta} \int_{Q_{t}^{T}}\left|w_{\alpha, \beta}\right|^{2},
$$
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as well as that

$$
\left|\mathbb{I}_{3}^{2}\right|+\left|\mathbb{I}_{4}\right| \leq 3 \delta \int_{Q_{t}^{T}}\left|p_{\alpha, \beta}\right|^{2}+\frac{1}{4} \int_{Q_{t}^{T}}\left|\Delta p_{\alpha, \beta}\right|^{2}+C(\delta) \int_{Q_{t}^{T}}\left(\left|w_{\alpha, \beta}\right|^{2}+\left|r_{\alpha, \beta}\right|^{2}\right) .
$$

Hence, upon collecting all these terms, we realise that it suffices to fix $\delta$ small enough so that Gronwall's lemma along with elliptic regularity theory to deduce that

$$
\begin{aligned}
& \left\|w_{\alpha, \beta}\right\|_{L^{\infty}(0, T ; H) \cap L^{2}(0, T ; V)}+\alpha^{1 / 2}\left\|p_{\alpha, \beta}\right\|_{L^{\infty}(0, T ; V)}+\left\|p_{\alpha, \beta}\right\|_{L^{2}(0, T ; W)} \\
& \quad+\left\|r_{\alpha, \beta}\right\|_{L^{\infty}(0, T ; H) \cap L^{2}(0, T ; V)} \leq C
\end{aligned}
$$

for a suitable positive constant $C$ independent of $\alpha$. Moreover, let us note that in turn

$$
\left\|\alpha p_{\alpha, \beta}\right\|_{L^{\infty}(0, T ; V)} \leq C \alpha^{1 / 2} .
$$

Second estimate: We multiply (5.51) by an arbitrary $v \in L^{2}(0, T ; V)$, integrate over $Q$ and by parts, and make use of the above bounds to infer that

$$
\begin{aligned}
\left|\int_{Q} \partial_{t} w_{\alpha, \beta} v\right| \leq & C\left\|\nabla p_{\alpha, \beta}\right\|_{L^{2}(0, T ; H)}\|\nabla v\|_{L^{2}(0, T ; H)}+C\left\|\nabla w_{\alpha, \beta}\right\|_{L^{2}(0, T ; H)}\|\nabla v\|_{L^{2}(0, T ; H)} \\
& +C\left\|p_{\alpha, \beta}\right\|_{L^{2}(0, T ; H)}\|v\|_{L^{2}(0, T ; V)} \\
& +C\left\|w_{\alpha, \beta}\right\|_{L^{2}(0, T ; H)}\|v\|_{L^{2}(0, T ; V)}+C\|v\|_{L^{2}(0, T ; H)} \\
\leq & C\|v\|_{L^{2}(0, T ; V)} .
\end{aligned}
$$

Thus, dividing both sides by $\|v\|_{L^{2}(0, T ; V)}$ and passing to the superior limit yields

$$
\left\|\partial_{t} w_{\alpha, \beta}\right\|_{L^{2}\left(0, T ; V^{*}\right)} \leq C .
$$

Third estimate: Arguing in a similar fashion, we readily infer from comparison in equation (5.53) that

$$
\left\|\partial_{t} r_{\alpha, \beta}\right\|_{L^{2}\left(0, T ; V^{*}\right)} \leq C,
$$

and from a comparison in equation (5.52) that

$$
\left\|\alpha \partial_{t} p_{\alpha, \beta}\right\|_{L^{2}(0, T ; H)} \leq C .
$$

## Passage to the Limit

Here, we draw some consequences from the aforementioned estimates. Owing to standard weak and weak star compactness arguments it follows that there exist limits $w_{\beta}, p_{\beta}, r_{\beta}$ such that, as $\alpha \rightarrow 0$,

$$
\begin{aligned}
w_{\alpha, \beta} \rightarrow w_{\beta} \quad \text { weakly star in } H^{1}\left(0, T ; V^{*}\right) \cap L^{\infty}(0, T ; H) \cap L^{2}(0, T ; V), \\
p_{\alpha, \beta} \rightarrow p_{\beta} \quad \text { weakly in } L^{2}(0, T ; W), \\
r_{\alpha, \beta} \rightarrow r_{\beta} \quad \text { weakly star in } H^{1}\left(0, T ; V^{*}\right) \cap L^{\infty}(0, T ; H) \cap L^{2}(0, T ; V) .
\end{aligned}
$$

Moreover, the compact embedding of $H^{1}\left(0, T ; V^{*}\right) \cap L^{2}(0, T ; V)$ into $C^{0}([0, T] ; H)$ guarantees that the final data are meaningful and that

$$
\begin{aligned}
w_{\alpha, \beta} & \rightarrow w_{\beta} \quad \text { strongly in } L^{2}(0, T ; H), \\
r_{\alpha, \beta} & \rightarrow r_{\beta} \quad \text { strongly in } L^{2}(0, T ; H),
\end{aligned}
$$

and we also have that

$$
\alpha p_{\alpha, \beta} \rightarrow 0 \quad \text { strongly in } H^{1}(0, T ; H) \cap L^{\infty}(0, T ; V) \cap L^{2}(0, T ; W) .
$$

Hence, by combining the above convergences above with the definition of the auxiliary variable $w_{\alpha, \beta}$, we also deduce that

$$
\begin{equation*}
q_{\alpha, \beta} \rightarrow q_{\beta} \quad \text { weakly in } L^{2}(0, T ; V) . \tag{5.56}
\end{equation*}
$$

Therefore, the above convergences implies that the weak limit of $w_{\alpha, \beta}$ can be identified with $w_{\beta}=p_{\beta}-\beta q_{\beta}$.

Next, we take into account the variational formulation of system (5.35)-(5.39) written in the variables $\left(w_{\alpha, \beta}, p_{\alpha, \beta}, r_{\alpha, \beta}\right)$ :

$$
\begin{aligned}
& -\left\langle\partial_{t} w_{\alpha, \beta}(t), v\right\rangle-\int_{\Omega} \nabla q_{\alpha, \beta}(t) \cdot \nabla v-\int_{\Omega} F^{\prime \prime}\left(\bar{\varphi}_{\alpha, \beta}(t)\right) q_{\alpha, \beta}(t) v \\
& \quad=\int_{\Omega} b_{1}\left(\bar{\varphi}_{\alpha, \beta}(t)-\varphi_{Q}(t)\right) v, \\
& \quad \int_{\Omega} q_{\alpha, \beta}(t) v-\alpha, \beta \int_{\Omega} \partial_{t} p_{\alpha, \beta}(t) v+\int_{\Omega} \nabla p_{\alpha, \beta}(t) \cdot \nabla v \\
& \quad+P \int_{\Omega}\left(p_{\alpha, \beta}(t)-r_{\alpha, \beta}(t)\right) v=0, \\
& -\left\langle\partial_{t} r_{\alpha, \beta}(t), v\right\rangle+\int_{\Omega} \nabla r_{\alpha, \beta}(t) \cdot \nabla v+P \int_{\Omega}\left(r_{\alpha, \beta}(t)-p_{\alpha, \beta}(t)\right) v \\
& \quad=\int_{\Omega} b_{3}\left(\bar{\sigma}_{\alpha, \beta}(t)-\sigma_{Q}(t)\right) v,
\end{aligned}
$$

for every $v \in V$ and almost everywhere in $(0, T)$, and the terminal conditions

$$
\begin{equation*}
w_{\alpha, \beta}(T)=\int_{\Omega} b_{2}\left(\bar{\varphi}_{\alpha, \beta}(T)-\varphi_{\Omega}\right), \quad r_{\alpha, \beta}(T)=\int_{\Omega} b_{4}\left(\bar{\sigma}_{\alpha, \beta}(T)-\sigma_{\Omega}\right) . \tag{5.57}
\end{equation*}
$$

By virtue of the above convergences it follows that, as $\alpha \rightarrow 0$, the above system
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converges to

$$
\begin{aligned}
& -\left\langle\partial_{t}\left(p_{\beta}+\beta q_{\beta}\right)(t), v\right\rangle+\int_{\Omega} \nabla q_{\beta}(t) \cdot \nabla v+\int_{\Omega} F^{\prime \prime}\left(\bar{\varphi}_{\beta}(t)\right) q_{\beta}(t) v \\
& \quad=\int_{\Omega} b_{1}\left(\bar{\varphi}_{\beta}(t)-\varphi_{Q}(t)\right) v, \\
& -\int_{\Omega} q_{\beta}(t) v+\int_{\Omega} \nabla p_{\beta}(t) \cdot \nabla v+P \int_{\Omega}\left(p_{\beta}(t)-r_{\beta}(t)\right) v=0, \\
& -\left\langle\partial_{t} r_{\beta}(t), v\right\rangle+\int_{\Omega} \nabla r_{\beta}(t) \cdot \nabla v+P \int_{\Omega}\left(r_{\beta}(t)-p_{\beta}(t)\right) v \\
& \quad=\int_{\Omega} b_{3}\left(\bar{\sigma}_{\beta}(t)-\sigma_{Q}(t)\right) v,
\end{aligned}
$$

for every $v \in V$ and almost everyewhere in $(0, T)$, and

$$
\left(p_{\beta}+\beta q_{\beta}\right)(T)=b_{2}\left(\bar{\varphi}_{\beta}(T)-\varphi_{\Omega}\right), \quad r_{\beta}(T)=\int_{\Omega} b_{4}\left(\bar{\sigma}_{\beta}(T)-\sigma_{\Omega}\right) .
$$

In fact, almost all the terms pass to the limit straightforwardly by using classical reasoning and the above estimates. The only term which deserve to be commented is the nonlinear term $F^{\prime \prime}\left(\bar{\varphi}_{\alpha, \beta}\right) q_{\alpha, \beta}$. However, by combining the growth assumptions of the potential $F$ (3.53) with the strong convergence (3.52), it follows that

$$
\begin{equation*}
F^{\prime \prime}\left(\bar{\varphi}_{\alpha, \beta}\right) \rightarrow F^{\prime \prime}\left(\bar{\varphi}_{\beta}\right) \quad \text { strongly in } L^{2}(0, T ; H) \tag{5.58}
\end{equation*}
$$

so that, by the weak-strong principle we readily infer that

$$
F^{\prime \prime}\left(\bar{\varphi}_{\alpha, \beta}\right) q_{\alpha, \beta} \rightarrow F^{\prime \prime}\left(\bar{\varphi}_{\beta}\right) q_{\beta} \quad \text { weakly in } L^{2}(0, T ; H),
$$

and the proof is concluded.

### 5.2.1.3 Approximation of Optimal Controls and Optimality Conditions

Once the existence of minimisers for $(C P)_{\beta}$ has been established, we aim at deriving the corresponding first-order necessary conditions for optimality. From a formal perspective, it could seem reasonable to let $\alpha \rightarrow 0$ in the necessary condition for $(C P)_{\alpha, \beta}$ expressed by the variational inequality (5.42). However, this would be possible, without any additional restrictions, if we can guarantee that every optimal control for $(C P)_{\beta}$ can be recovered as limit of a sequence of optimal controls of $(C P)_{\alpha, \beta}$. Unfortunately, we can not prove this general fact and to overcome this issue we follow the same line of argument of [11] (see also [33, 34, 44, 138], where an application of such a technique can be found). Namely, we define a new cost functional, called adapted cost functional, depending on a fixed minimiser $\bar{u}_{\beta}$ of $(C P)_{\beta}$, which is defined as

$$
\begin{equation*}
\mathcal{J}_{\mathrm{ad}}(\varphi, \sigma, u):=\mathcal{J}(\varphi, \sigma, u)+\frac{1}{2}\left\|u-\bar{u}_{\beta}\right\|_{L^{2}(Q)}^{2} . \tag{5.59}
\end{equation*}
$$

Notice that $\mathcal{J}_{\text {ad }}$ turns out to be a local perturbation of the cost functional $\mathcal{J}$ since it reduces to $\mathcal{J}$ when acts on the minimisers of $(C P)_{\beta}$. The main idea behind this definition concerns the fact that for the associated optimal control problem we can obtain a compactness type property in the sense that every arbitrary minimiser $\bar{u}_{\beta}$ of $(C P)_{\beta}$ can be recovered as limit of a sequence of minimisers of $(C P)_{\alpha, \beta}^{\mathrm{ad}}$, as $\alpha \rightarrow 0$. Hence, the auxiliary minimisation problem we are going to consider, which will be referred to as adapted, reads as
$(C P)_{\alpha, \beta}^{\text {ad }} \quad$ Minimise $\mathcal{J}_{\text {ad }}(\varphi, \sigma, u)$ subject to:
(i) $(\varphi, \mu, \sigma)$ yields a strong solution to (3.1)-(3.5) obtained
from Theorem 3.5 with $g=u$;
(ii) $u \in \mathcal{U}_{\text {ad }}$.

In a sense to yet to be specified, we will prove that $(C P)_{\alpha, \beta}^{\text {ad }}$ approximates $(C P)_{\beta}$ as $\alpha \rightarrow 0$ so that the passage to the limit as $\alpha \rightarrow 0$ in the variational inequality (5.42) can be rigorously performed producing in turn the optimality condition of $(C P)_{\beta}$.

It is straightforward to infer that the adapted control problem $(C P)_{\alpha, \beta}^{\text {ad }}$ perfectly complies with the framework of $(C P)_{\alpha, \beta}$ so that we directly deduce the existence of minimisers and the optimality condition for optimality (in analogy with Theorem 5.1 and Theorem 5.6, respectively).
Lemma 5.9. Assume that the assumption of Theorem 3.10 hold and let $\mathbf{C 1} \mathbf{C 3}$ be verified. Then, for every optimal control $\bar{u}_{\beta}$ of $(C P)_{\beta}$, the adapted optimisation problem $(C P)_{\alpha, \beta}^{\mathrm{ad}}$ defined by (5.60) admits a minimiser.

In a similar fashion as in Theorem 5.6 we derive the first-order necessary condition for optimality of $(C P)_{\alpha, \beta}^{\mathrm{ad}}$ as follows.
Theorem 5.10. Assume that the assumption of Theorem 3.10 hold and let $\mathbf{C 1} \mathbf{- C 3}$ are in force. Let $\bar{u}_{\beta}$ be an optimal control for $(C P)_{\beta}$ and let $\mathcal{J}_{\text {ad }}$ be defined by (5.59). Then, if $\bar{u}_{\alpha, \beta} \in \mathcal{U}_{\mathrm{ad}}$ is an optimal control for $(C P)_{\alpha, \beta}^{\text {ad }}$ it necessarily fulfils

$$
\begin{equation*}
\int_{Q}\left(r_{\alpha, \beta}+b_{0} \bar{u}_{\alpha, \beta}+\left(\bar{u}_{\beta}-\bar{u}_{\alpha, \beta}\right)\right)\left(u-\bar{u}_{\alpha, \beta}\right) \geq 0 \quad \forall u \in \mathcal{U}_{\mathrm{ad}} \tag{5.61}
\end{equation*}
$$

where $r_{\alpha, \beta}$ is the third component of the unique solution $\left(p_{\alpha, \beta}, q_{\alpha, \beta}, r_{\alpha, \beta}\right)$ to the adjoint system (5.35)-5.39) obtained from Theorem 5.5

The sense in which the minimisers of $(C P)_{\alpha, \beta}^{\mathrm{ad}}$ approximate the ones of $(C P)_{\beta}$ as $\alpha \rightarrow 0$ is finally specified in the following statement.
Theorem 5.11. Suppose the assumption of Theorem 3.10 and let $\mathbf{C 1} \mathbf{- C 3}$ hold. Let $\bar{u}_{\beta}$ be an optimal control for $(C P)_{\beta}$ with the corresponding state $\left(\bar{\varphi}_{\beta}, \bar{\mu}_{\beta}, \bar{\sigma}_{\beta}\right)$ obtained from Theorem 3.14 Then, for every family $\left\{\bar{u}_{\alpha, \beta}\right\}_{\alpha}$ of optimal controls for $(C P)_{\alpha, \beta}^{\mathrm{ad}}$ with the corresponding states $\left\{\left(\bar{\varphi}_{\alpha, \beta}, \bar{\mu}_{\alpha, \beta}, \bar{\sigma}_{\alpha, \beta}\right)\right\}_{\alpha}$ it holds that, as $\alpha \rightarrow 0$,

$$
\begin{align*}
& \bar{u}_{\alpha, \beta} \rightarrow \bar{u}_{\beta} \quad \text { strongly in } L^{2}(Q),  \tag{5.62}\\
& \bar{\varphi}_{\alpha, \beta} \rightarrow \bar{\varphi}_{\beta} \quad \text { weakly star in } H^{1}(0, T ; H) \cap L^{\infty}(0, T ; V) \cap L^{2}(0, T ; W),  \tag{5.63}\\
& \bar{\sigma}_{\alpha, \beta} \rightarrow \bar{\sigma}_{\beta} \quad \text { weakly star in } H^{1}\left(0, T ; V^{*}\right) \cap L^{\infty}(0, T ; H) \cap L^{2}(0, T ; V),  \tag{5.64}\\
& \mathcal{J}_{\mathrm{ad}}\left(\bar{\varphi}_{\alpha, \beta}, \bar{\sigma}_{\alpha, \beta}, \bar{u}_{\alpha, \beta}\right) \rightarrow \mathcal{J}\left(\bar{\varphi}_{\beta}, \bar{\sigma}_{\beta}, \bar{u}_{\beta}\right) . \tag{5.65}
\end{align*}
$$
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Proof of Theorem 5.11 . Using the uniform estimates (3.47)- (3.51) along with the structure of $\mathcal{U}_{\mathrm{ad}}$ we deduce the existence of limits $u_{\beta}^{*}, \varphi_{\beta}^{*}, \sigma_{\beta}^{*}$ such that, along a non-relabelled subsequence $\left\{\alpha_{n}\right\}_{n}$ which goes to zero as $n \rightarrow \infty$, it holds, as $n \rightarrow \infty$,

$$
\begin{aligned}
\bar{u}_{\alpha_{n}, \beta} & \rightarrow u_{\beta}^{*} \quad \text { weakly star in } L^{\infty}(Q), \\
\bar{\varphi}_{\alpha_{n}, \beta} & \rightarrow \varphi_{\beta}^{*} \quad \text { weakly star in } H^{1}(0, T ; H) \cap L^{\infty}(0, T ; V) \cap L^{2}(0, T ; W), \\
\bar{\sigma}_{\alpha_{n}, \beta} & \rightarrow \sigma_{\beta}^{*} \quad \text { weakly star in } H^{1}\left(0, T ; V^{*}\right) \cap L^{\infty}(0, T ; H) \cap L^{2}(0, T ; V) .
\end{aligned}
$$

As far as (5.65) is concerned, let us note that on the one hand the minimality of $\left(\bar{\varphi}_{n}, \bar{\sigma}_{n}, \bar{u}_{n}\right)$ for $(C P)_{\alpha, \beta}^{\mathrm{ad}}$ entails that

$$
\mathcal{J}_{\mathrm{ad}}\left(\bar{\varphi}_{\alpha_{n}, \beta}, \bar{\sigma}_{\alpha_{n}, \beta}, \bar{u}_{\alpha_{n}, \beta}\right) \leq \mathcal{J}_{\mathrm{ad}}\left(\bar{\varphi}_{\beta}, \bar{\sigma}_{\beta}, \bar{u}_{\beta}\right) \quad \text { for every } n \in \mathbb{N}
$$

so that passing to the superior limit in both sides and exploiting the definition of $\mathcal{J}_{\mathrm{ad}}$, we get

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} \mathcal{J}_{\mathrm{ad}}\left(\bar{\varphi}_{\alpha_{n}, \beta}, \bar{\sigma}_{\alpha_{n}, \beta}, \bar{u}_{\alpha_{n}, \beta}\right) \leq \mathcal{J}_{\mathrm{ad}}\left(\bar{\varphi}_{\beta}, \bar{\sigma}_{\beta}, \bar{u}_{\beta}\right)=\mathcal{J}\left(\bar{\varphi}_{\beta}, \bar{\sigma}_{\beta}, \bar{u}_{\beta}\right) . \tag{5.66}
\end{equation*}
$$

On the other hand, the weak sequential lower semicontinuity of $\mathcal{J}_{\text {ad }}$ implies that

$$
\begin{align*}
\liminf _{n \rightarrow \infty} \mathcal{J}_{\mathrm{ad}}\left(\bar{\varphi}_{\alpha_{n}, \beta}, \bar{\sigma}_{\alpha_{n}, \beta}, \bar{u}_{\alpha_{n}, \beta}\right) & \geq \mathcal{J}_{\mathrm{ad}}\left(\varphi_{\beta}^{*}, \sigma_{\beta}^{*}, u_{\beta}^{*}\right) \\
& =\mathcal{J}\left(\varphi_{\beta}^{*}, \sigma_{\beta}^{*}, u_{\beta}^{*}\right)+\frac{1}{2}\left\|u_{\beta}^{*}-\bar{u}_{\beta}\right\|_{L^{2}(Q)}^{2} \\
& \geq \mathcal{J}\left(\bar{\varphi}_{\beta}, \bar{\sigma}_{\beta}, \bar{u}_{\beta}\right)+\frac{1}{2}\left\|u_{\beta}^{*}-\bar{u}_{\beta}\right\|_{L^{2}(Q)}^{2} \tag{5.67}
\end{align*}
$$

Since $\varphi_{\beta}^{*}$ and $\sigma_{\beta}^{*}$ are solution to (3.1)-(3.5) with $\alpha=0$ associated to $u_{\beta}^{*}$, combining (5.66) and (5.67) with the optimality of $\bar{u}_{\beta}$ for $(C P)_{\beta}$ yields

$$
u_{\beta}^{*}=\bar{u}_{\beta}
$$

so that the uniqueness of (3.1)-(3.5) with $\alpha=0$ also implies that $\varphi_{\beta}^{*}=\bar{\varphi}_{\beta}$ and $\sigma_{\beta}^{*}=\bar{\sigma}_{\beta}$. Hence, we realise that the following chain of equality has been shown:

$$
\begin{aligned}
& \lim _{n \rightarrow \infty} \mathcal{J}_{\mathrm{ad}}\left(\bar{\varphi}_{\alpha_{n}, \beta}, \bar{\sigma}_{\alpha_{n}, \beta}, \bar{u}_{\alpha_{n}, \beta}\right)=\liminf _{n \rightarrow \infty} \mathcal{J}_{\mathrm{ad}}\left(\bar{\varphi}_{\alpha_{n}, \beta}, \bar{\sigma}_{\alpha_{n}, \beta}, \bar{u}_{\alpha_{n}, \beta}\right) \\
& \quad=\limsup _{n \rightarrow \infty} \mathcal{J}_{\mathrm{ad}}\left(\bar{\varphi}_{\alpha_{n}, \beta}, \bar{\sigma}_{\alpha_{n}, \beta}, \bar{u}_{\alpha_{n}, \beta}\right)=\mathcal{J}\left(\bar{\varphi}_{\beta}, \bar{\sigma}_{\beta}, \bar{u}_{\beta}\right)
\end{aligned}
$$

which proves (5.65). We are now reduced to show the strong convergence (5.62), but a careful look of the above estimates leads us to

$$
\frac{1}{2}\left\|\bar{u}_{\alpha_{n}, \beta}-\bar{u}_{\beta}\right\|_{L^{2}(Q)}^{2} \rightarrow 0
$$

concluding the proof.
With the approximation results presented in Theorem 5.11, we are now in a position to let $\alpha \rightarrow 0$ in the variational inequality (5.61) to derive the optimality conditions of $(C P)_{\beta}$ in a rigorous fashion and obtain the optimality conditions for the limit problem.

Theorem 5.12. Suppose the assumption of Theorem 3.10 and let $\mathbf{C 1} \mathbf{- C 3}$ hold. Let $\bar{u}_{\beta}$ be a minimiser of $(C P)_{\beta}$. Then, $\bar{u}_{\beta}$ necessarily satisfies

$$
\int_{Q}\left(r_{\beta}+b_{0} \bar{u}_{\beta}\right)\left(u-\bar{u}_{\beta}\right) \geq 0 \quad \forall u \in \mathcal{U}_{\mathrm{ad}}
$$

where $r_{\beta}$ is the third component of the unique solution $\left(p_{\beta}, q_{\beta}, r_{\beta}\right)$ of the adjoint system (5.35)-(5.39) with $\alpha=0$ obtained from Theorem 5.8

Proof of Theorem 5.12. As already mention we aim at passing as $\alpha \rightarrow 0$ in (5.61). In this direction, we first consider the approximating sequence of controls $\left\{\bar{u}_{\alpha_{n}, \beta}\right\}_{n} \subset \mathcal{U}_{\text {ad }}$ obtained from Theorem 5.11 with the corresponding states $\left\{\left(\bar{\varphi}_{\alpha_{n}, \beta}, \bar{\mu}_{\alpha_{n}, \beta}, \bar{\sigma}_{\alpha_{n}, \beta}\right)\right\}_{n}$ and adjoint variables $\left\{\left(p_{\alpha_{n}, \beta}, q_{\alpha_{n}, \beta}, r_{\alpha_{n}, \beta}\right)\right\}_{n}$. Then, by virtue of the convergences pointed out by Theorem 3.9 and Theorem 5.8 the thesis readily follows by letting $n \rightarrow \infty$ in (5.61) using the Lebesgue dominated convergence theorem.

Finally, due to the structure of the control-box $\mathcal{U}_{\text {ad }}$, in the case $b_{0}>0$, we can provide a pointwise characterisation of the minimiser (see, e.g., [146]).

Corollary 5.13. Suppose that the assumption of Theorem 5.12 hold and let $b_{0}>0$ and $\bar{u}_{\beta}$ be an optimal control for $(C P)_{\beta}$. Then, the minimiser $\bar{u}_{\beta}$ is the $L^{2}(0, T ; H)$ orthogonal projection of $-b_{0}{ }^{-1} r_{\beta}$ onto the closed subspace $\mathcal{U}_{\mathrm{ad}}$ and

$$
\bar{u}_{\beta}(\mathbf{x}, t)=\max \left\{u_{*}(\mathbf{x}, t), \min \left\{u^{*}(\mathbf{x}, t),-b_{0}{ }^{-1} r_{\beta}(\mathbf{x}, t)\right\}\right\} \quad \text { for a.a. }(\mathbf{x}, t) \in Q,
$$

being $r_{\beta}$ the third component of the unique solution of the adjoint system (5.35)-(5.39) with $\alpha=0$ obtained from Theorem 5.8

Proof of Corollary 5.13 The claim directly follows from the Hilbert projection theorem, since $\mathcal{U}_{\text {ad }}$ is a non-empty, closed and convex subset of $L^{2}(0, T ; H)$, whereas the pointwise characterisation follows from the box-structure of $\mathcal{U}_{\mathrm{ad}}$.

### 5.2.2 The Optimisation Problem $(C P)_{\alpha, \beta}$ as $\beta \rightarrow 0$

### 5.2.2.1 Existence of Minimisers

As a first step we prove the existence of a minimiser for $(C P)_{\alpha}$.
Theorem 5.14 (Existence of a minimiser: $\beta \rightarrow 0$ ). Suppose the assumption of Theorem 3.14 and let $\mathbf{C 1} \mathbf{- C 3}$ hold. Then the optimisation problem $(C P)_{\alpha}$ admits a minimiser.

Proof of Theorem 5.14. The result directly follows by adapting the lines of arguments in the proof of Theorem 5.7 (see also the proof of Theorem5.1) along with uniform in $\beta$ convergences obtained in Theorem 3.13.

### 5.2.2.2 A Priori Estimates on the Adjoint Variables

Here, we are going to address the asymptotic behaviour of the adjoint system (5.35)(5.39) as $\beta \rightarrow 0$.

Theorem 5.15. Assume that the assumption of Theorem 3.14 hold, let $\mathbf{C 1} \mathbf{- C 3}$ and $b_{2}=$ $b_{4}=0$. Let $\bar{u}_{\alpha}$ be an optimal control of $(C P)_{\alpha}$ and $\left\{u_{\alpha, \beta}\right\}_{\alpha} \subset \mathcal{U}_{\text {ad }}$ be such that $u_{\alpha, \beta} \rightarrow$ $\bar{u}_{\alpha}$ strongly in $L^{2}(0, T ; H)$ as $\beta \rightarrow 0$. Let $\left(\varphi_{\alpha, \beta}, \mu_{\alpha, \beta}, \sigma_{\alpha, \beta}\right)$ and $\left(p_{\alpha, \beta}, q_{\alpha, \beta}, r_{\alpha, \beta}\right)$ be the state associated to $u_{\alpha, \beta}$ and the unique solution to the adjoint system (5.35)-(5.39) as given by Theorem 3.5 and Theorem 5.5 respectively and let $\left(\bar{\varphi}_{\alpha}, \bar{\mu}_{\alpha}, \bar{\sigma}_{\alpha}\right)$ denote the unique solution to (3.1)-(3.5) with $\beta=0$ obtained from Theorem 3.14 associated to $\bar{u}_{\alpha}$. Then, there exists a triplet $\left(p_{\alpha}, q_{\alpha}, r_{\alpha}\right)$ with

$$
\begin{aligned}
& p_{\alpha}, r_{\alpha} \in H^{1}(0, T ; H) \cap L^{\infty}(0, T ; V) \cap L^{2}(0, T ; W), \\
& \quad q_{\alpha}
\end{aligned}
$$

such that, as $\beta \rightarrow 0$,

$$
\begin{align*}
p_{\alpha, \beta} & \rightarrow p_{\alpha} \quad \text { weakly star in } H^{1}(0, T ; H) \cap L^{\infty}(0, T ; V) \cap L^{2}(0, T ; W),  \tag{5.68}\\
q_{\alpha, \beta} & \rightarrow q_{\alpha} \quad \text { weakly in } L^{2}(0, T ; W),  \tag{5.69}\\
r_{\alpha, \beta} & \rightarrow r_{\alpha} \quad \text { weakly star in } H^{1}(0, T ; H) \cap L^{\infty}(0, T ; V) \cap L^{2}(0, T ; W),  \tag{5.70}\\
\beta q_{\alpha, \beta} & \rightarrow 0 \quad \text { strongly in } H^{1}(0, T ; H) \cap L^{\infty}(0, T ; V) \cap L^{2}(0, T ; W) . \tag{5.71}
\end{align*}
$$

Moreover, there exists a positive constant $K_{\alpha}$, which may depend on $\alpha$ but it is independent of $\beta$, such that

$$
\begin{align*}
& \left\|p_{\alpha, \beta}\right\|_{H^{1}(0, T ; H) \cap L^{\infty}(0, T ; V) \cap L^{2}(0, T ; W)}+\beta\left\|q_{\alpha, \beta}\right\|_{H^{1}(0, T ; H)}+\beta^{1 / 2}\left\|q_{\alpha, \beta}\right\|_{L^{\infty}(0, T ; V)} \\
& \quad+\left\|q_{\alpha, \beta}\right\|_{L^{2}(0, T ; W)}+\left\|r_{\alpha, \beta}\right\|_{H^{1}(0, T ; H) \cap L^{\infty}(0, T ; V) \cap L^{2}(0, T ; W)} \leq K_{\alpha} . \tag{5.72}
\end{align*}
$$

In addition, the limit triplet $\left(p_{\alpha}, q_{\alpha}, r_{\alpha}\right)$ is the unique weak solution to the adjoint system (5.35)-(5.39) with $\beta=0$ in the sense that it verifies

$$
\begin{aligned}
& -\left\langle\partial_{t} p_{\alpha}(t), v\right\rangle+\int_{\Omega} \nabla q_{\alpha}(t) \cdot \nabla v+\int_{\Omega} F^{\prime \prime}\left(\bar{\varphi}_{\alpha}(t)\right) q_{\alpha}(t) v \\
& \quad+\int_{\Omega} P^{\prime}\left(\bar{\varphi}_{\alpha}(t)\right)\left(\bar{\sigma}_{\alpha}(t)-\bar{\mu}_{\alpha}(t)\right)\left(r_{\alpha}(t)-p_{\alpha}(t)\right) v=\int_{\Omega} b_{1}\left(\bar{\varphi}_{\alpha}(t)-\varphi_{Q}(t)\right) v, \\
& - \\
& \quad\left\langle a \partial_{t} p_{\alpha}(t), v\right\rangle-\int_{\Omega} q_{\alpha}(t) v+\int_{\Omega} \nabla p_{\alpha}(t) \cdot \nabla v+P \int_{\Omega}\left(p_{\alpha}(t)-r_{\alpha}(t)\right) v=0 \\
& - \\
& \quad\left\langle\partial_{t} r_{\alpha}(t), v\right\rangle+\int_{\Omega} \nabla r_{\alpha}(t) \cdot \nabla v+P \int_{\Omega}\left(r_{\alpha}(t)-p_{\alpha}(t)\right) v \\
& =\int_{\Omega} b_{3}\left(\bar{\sigma}_{\alpha}(t)-\sigma_{Q}(t)\right) v,
\end{aligned}
$$

for every $v \in V$ and almost everywhere in $(0, T)$, and

$$
\alpha p_{\alpha}(T)=0, \quad r_{\alpha}(T)=0 .
$$

Proof of Theorem 5.15. As before, since the adjoint system (5.35)-(5.39) is linear and the arguments are standard, we proceed formally for convenience even though the same computation can be made rigorous within a Galerkin scheme. Notice that in what follows, the symbol $C$ will denote a positive constant which may depend on $\alpha$ but it is independent of $\beta$.

First estimate: To begin with, we add to both sides of (5.36) the term $p_{\alpha, \beta}$. Then, we test (5.35) by $-q_{\alpha, \beta}$, the new second equation by $-\partial_{t} p_{\alpha, \beta}$, and (5.37) by $r_{\alpha, \beta}$. Summing the resulting equalities and integrating over $Q_{t}^{T}$ leads us to obtain that

$$
\begin{align*}
& \frac{\beta}{2}\left\|q_{\alpha, \beta}(t)\right\|^{2}+\int_{Q_{t}^{T}}\left|\nabla q_{\alpha, \beta}\right|^{2}+\int_{Q_{t}^{T}} F^{\prime \prime}\left(\bar{\varphi}_{\alpha, \beta}\right)\left|q_{\alpha, \beta}\right|^{2}+\frac{1}{2}\left\|p_{\alpha, \beta}\right\|_{V}^{2} \\
& \quad+\alpha \int_{Q_{t}^{T}}\left|\partial_{t} p_{\alpha, \beta}\right|^{2}+\frac{1}{2}\left\|r_{\alpha, \beta}(t)\right\|^{2}+\int_{Q_{t}^{T}}\left|\nabla r_{\alpha, \beta}\right|^{2} \\
& = \\
& -b_{1} \int_{Q_{t}^{T}}\left(\bar{\varphi}_{\alpha, \beta}-\varphi_{Q}\right) q_{\alpha, \beta}+b_{3} \int_{Q_{t}^{T}}\left(\bar{\sigma}_{\alpha, \beta}-\sigma_{Q}\right) r_{\alpha, \beta} \\
& \quad+\int_{Q_{t}^{T}} P^{\prime}\left(\bar{\varphi}_{\alpha, \beta}\right)\left(\bar{\sigma}_{\alpha, \beta}-\bar{\mu}_{\alpha, \beta}\right)\left(r_{\alpha, \beta}-p_{\alpha, \beta}\right) q_{\alpha, \beta} \\
& \quad+\int_{Q_{t}^{T}} P\left(\bar{\varphi}_{\alpha, \beta}\right)\left(p_{\alpha, \beta}-r_{\alpha, \beta}\right) \partial_{t} p_{\alpha, \beta}-\int_{Q_{t}^{T}} p_{\alpha, \beta} \partial_{t} p_{\alpha, \beta}  \tag{5.73}\\
& \quad-\int_{Q_{t}^{T}} P\left(\bar{\varphi}_{\alpha, \beta}\right)\left(r_{\alpha, \beta}-p_{\alpha, \beta}\right) r_{\alpha, \beta}
\end{align*}
$$

As the third term on the left-hand side is concerned, let us recall that $F^{\prime \prime}$ is bounded below in terms of the Lipschitz constant of $F_{2}^{\prime}$ (see A3) so that we have

$$
\int_{Q_{t}^{T}} F^{\prime \prime}\left(\bar{\varphi}_{\alpha, \beta}\right)\left|q_{\alpha, \beta}\right|^{2} \geq-L \int_{Q_{t}^{T}}\left|q_{\alpha, \beta}\right|^{2} .
$$

Next, we test 5.36 by $K q_{\alpha, \beta}$, for a positive constant $K$ yet to be determined, and integrate over $Q_{t}^{T}$ to obtain that

$$
\begin{align*}
K \int_{Q_{t}^{T}}\left|q_{\alpha, \beta}\right|^{2}= & \alpha K \int_{Q_{t}^{T}} \partial_{t} p_{\alpha, \beta} q_{\alpha, \beta}-K \int_{Q_{t}^{T}} \nabla p_{\alpha, \beta} \cdot \nabla q_{\alpha, \beta} \\
& -K \int_{Q_{t}^{T}} P\left(\bar{\varphi}_{\alpha, \beta}\right)\left(p_{\alpha, \beta}-r_{\alpha, \beta}\right) q_{\alpha, \beta} . \tag{5.74}
\end{align*}
$$

Then, we add (5.73) to (5.74) to infer that

$$
\begin{aligned}
& \frac{\beta}{2}\left\|q_{\alpha, \beta}(t)\right\|^{2}+(K-L) \int_{Q_{t}^{T}}\left|q_{\alpha, \beta}\right|^{2}+\int_{Q_{t}^{T}}\left|\nabla q_{\alpha, \beta}\right|^{2}+\alpha \int_{Q_{t}^{T}}\left|\partial_{t} p_{\alpha, \beta}\right|^{2} \\
& \quad+\frac{1}{2}\left\|p_{\alpha, \beta}\right\|_{V}^{2}+\frac{1}{2}\left\|r_{\alpha, \beta}(t)\right\|^{2}+\int_{Q_{t}^{T}}\left|\nabla r_{\alpha, \beta}\right|^{2} \\
& \leq \\
& -b_{1} \int_{Q_{t}^{T}}\left(\bar{\varphi}_{\alpha, \beta}-\varphi_{Q}\right) q_{\alpha, \beta}+b_{3} \int_{Q_{t}^{T}}\left(\bar{\sigma}_{\alpha, \beta}-\sigma_{Q}\right) r_{\alpha, \beta} \\
& \quad+\int_{Q_{t}^{T}} P^{\prime}\left(\bar{\varphi}_{\alpha, \beta}\right)\left(\bar{\sigma}_{\alpha, \beta}-\bar{\mu}_{\alpha, \beta}\right)\left(r_{\alpha, \beta}-p_{\alpha, \beta}\right) q_{\alpha, \beta} \\
& \quad+\int_{Q_{t}^{T}} P\left(\bar{\varphi}_{\alpha, \beta}\right)\left(p_{\alpha, \beta}-r_{\alpha, \beta}\right) \partial_{t} p_{\alpha, \beta}-\int_{Q_{t}^{T}} p_{\alpha, \beta} \partial_{t} p_{\alpha, \beta} \\
& \quad-\int_{Q_{t}^{T}} P\left(\bar{\varphi}_{\alpha, \beta}\right)\left(r_{\alpha, \beta}-p_{\alpha, \beta}\right) r_{\alpha, \beta}+\alpha K \int_{Q_{t}^{T}} \partial_{t} p_{\alpha, \beta} q_{\alpha, \beta}-K \int_{Q_{t}^{T}} \nabla p_{\alpha, \beta} \cdot \nabla q_{\alpha, \beta} \\
& \quad-K \int_{Q_{t}^{T}} P\left(\bar{\varphi}_{\alpha, \beta}\right)\left(p_{\alpha, \beta}-r_{\alpha, \beta}\right) q_{\alpha, \beta}=\mathbb{I}_{1}+\mathbb{I}_{2}+\mathbb{I}_{3}+\mathbb{I}_{4}+\mathbb{I}_{5} .
\end{aligned}
$$

Owing to assumptions C1-C2, Young's inequality, and the fact that $\bar{\varphi}_{\alpha, \beta}$ and $\bar{\sigma}_{\alpha, \beta}$ satisfy (3.59)-(3.64) uniformely in $\beta$, we have that

$$
\left|\mathbb{I}_{1}\right| \leq \delta \int_{Q_{t}^{T}}\left|q_{\alpha, \beta}\right|^{2}+C(\delta) \int_{Q_{t}^{T}}\left(\left|r_{\alpha, \beta}\right|^{2}+1\right)
$$

for a positive $\delta$ yet to be determined. From the Hölder and Young inequalities, the continuous embedding $V \subset L^{6}(\Omega)$, the boundedness of the proliferation function $P$, and (3.59)-(3.64), we infer that

$$
\begin{aligned}
\left|\mathbb{I}_{2}\right| & \leq C \int_{t}^{T}\left\|\bar{\sigma}_{\alpha, \beta}-\bar{\mu}_{\alpha, \beta}\right\|_{6}\left\|r_{\alpha, \beta}-p_{\alpha, \beta}\right\|\left\|q_{\alpha, \beta}\right\|_{3} \\
& \leq \delta \int_{t}^{T}\left\|q_{\alpha, \beta}\right\|_{V}^{2}+C(\delta) \int_{t}^{T}\left(\left\|\bar{\sigma}_{\alpha, \beta}\right\|_{V}^{2}+\left\|\bar{\mu}_{\alpha, \beta}\right\|_{V}^{2}\right)\left(\left\|r_{\alpha, \beta}\right\|^{2}+\left\|p_{\alpha, \beta}\right\|^{2}\right) \\
& \leq \delta \int_{Q_{t}^{T}}\left(\left|q_{\alpha, \beta}\right|^{2}+\left|\nabla q_{\alpha, \beta}\right|^{2}\right)+C(\delta) \int_{Q_{t}^{T}}\left(\left|r_{\alpha, \beta}\right|^{2}+\left|p_{\alpha, \beta}\right|^{2}\right) .
\end{aligned}
$$

In a similar fashion we have

$$
\left|\mathbb{I}_{3}^{1}\right| \leq C \int_{Q_{t}^{T}}\left|p_{\alpha, \beta}-r_{\alpha, \beta}\right|\left|\partial_{t} p_{\alpha, \beta}\right| \leq \delta \int_{Q_{t}^{T}}\left|\partial_{t} p_{\alpha, \beta}\right|^{2}+C(\delta) \int_{Q_{t}^{T}}\left(\left|p_{\alpha, \beta}\right|^{2}+\left|r_{\alpha, \beta}\right|^{2}\right),
$$

and by using the Young inequality once more that

$$
\begin{aligned}
\left|\mathbb{I}_{3}^{2}\right| & +\left|\mathbb{I}_{4}^{1}\right|+\left|\mathbb{I}_{4}^{2}\right| \\
& \leq \delta \int_{Q_{t}^{T}}\left|\partial_{t} p_{\alpha, \beta}\right|^{2}+C(\delta) \int_{Q_{t}^{T}}\left(\left|p_{\alpha, \beta}\right|^{2}+\left|r_{\alpha, \beta}\right|^{2}\right)+\left|\alpha K \int_{Q_{t}^{T}} \partial_{t} p_{\alpha, \beta} q_{\alpha, \beta}\right| \\
& \leq\left(\frac{\alpha^{2} K}{2}+\delta\right) \int_{Q_{t}^{T}}\left|\partial_{t} p_{\alpha, \beta}\right|^{2}+C(\delta) \int_{Q_{t}^{T}}\left(\left|p_{\alpha, \beta}\right|^{2}+\left|r_{\alpha, \beta}\right|^{2}\right)+\frac{K}{2} \int_{Q_{t}^{T}}\left|q_{\alpha, \beta}\right|^{2}
\end{aligned}
$$

and also that

$$
\left|\mathbb{I}_{4}^{3}\right|+\left|\mathbb{I}_{5}\right| \leq \delta \int_{Q_{t}^{T}}\left(\left|\nabla q_{\alpha, \beta}\right|^{2}+\left|q_{\alpha, \beta}\right|^{2}\right)+C(\delta) \int_{Q_{t}^{T}}\left(\left|\nabla p_{\alpha, \beta}\right|^{2}+\left|p_{\alpha, \beta}\right|^{2}+\left|r_{\alpha, \beta}\right|^{2}\right)
$$

Upon collecting the previous estimates, we realise that the backward-in-time Gronwall lemma yields the estimate we are looking for, provided that $K$ and $\delta$ satisfy the following requirements:

$$
\min \left\{K-\frac{K}{2}-L-3 \delta, 1-2 \delta, \alpha-\frac{\alpha^{2} K}{2}-2 \delta\right\}>0 .
$$

Since $\delta$ can be taken arbitrarily small, we are reduced to check that

$$
\min \left\{\frac{K}{2}-L, \alpha-\frac{\alpha^{2} K}{2}\right\}>0
$$

which is fulfilled as soon as $\alpha$ is small enough. Lastly, we pick $\delta$ small enough and apply Gronwall's lemma to conclude that

$$
\begin{align*}
& \left\|p_{\alpha, \beta}\right\|_{H^{1}(0, T ; H) \cap L^{\infty}(0, T ; V)}+\beta^{1 / 2}\left\|q_{\alpha, \beta}\right\|_{L^{\infty}(0, T ; H)}+\left\|q_{\alpha, \beta}\right\|_{L^{2}(0, T ; V)} \\
& \quad+\left\|r_{\alpha, \beta}\right\|_{L^{\infty}(0, T ; H) \cap L^{2}(0, T ; V)} \leq C . \tag{5.75}
\end{align*}
$$

Second estimate: We test (5.36) by $-\Delta p_{\alpha, \beta}$ and integrate over $(t, T)$ to infer that

$$
\begin{align*}
& \frac{\alpha}{2} \int_{\Omega}\left|\nabla p_{\alpha, \beta}(t)\right|^{2}+\int_{Q_{t}^{T}}\left|\Delta p_{\alpha, \beta}\right|^{2} \\
& \quad=\int_{Q_{t}^{T}} q_{\alpha, \beta} \Delta p_{\alpha, \beta}+\int_{Q_{t}^{T}} P\left(\bar{\varphi}_{\alpha, \beta}\right)\left(p_{\alpha, \beta}-r_{\alpha, \beta}\right) \Delta p_{\alpha, \beta}=: \mathbb{I}_{1} . \tag{5.76}
\end{align*}
$$

Using Young's inequality, along with the boundedness of $P$, we get that

$$
\left|\mathbb{I}_{1}\right| \leq \frac{1}{2} \int_{Q_{t}^{T}}\left|\Delta p_{\alpha, \beta}\right|^{2}+\int_{Q_{t}^{T}}\left|q_{\alpha, \beta}\right|^{2}+C \int_{Q_{t}^{T}}\left(\left|p_{\alpha, \beta}\right|^{2}+\left|r_{\alpha, \beta}\right|^{2}\right)
$$

so that the previous estimate produces

$$
\begin{equation*}
\left\|\nabla p_{\alpha, \beta}\right\|_{L^{\infty}(0, T ; H)}+\left\|\Delta p_{\alpha, \beta}\right\|_{L^{2}(0, T ; H)} \leq C . \tag{5.77}
\end{equation*}
$$

Hence, from the elliptic regularity theory we deduce that

$$
\begin{equation*}
\left\|p_{\alpha, \beta}\right\|_{L^{\infty}(0, T ; V) \cap L^{2}(0, T ; W)} \leq C . \tag{5.78}
\end{equation*}
$$

Third estimate: A simple analysis of equation (5.37) (e.g., by first multiplying by $-\partial_{t} r_{\alpha, \beta}$ and then by $-\Delta r_{\alpha, \beta}$ ) allows us to infer the parabolic regularity

$$
\begin{equation*}
\left\|r_{\alpha, \beta}\right\|_{H^{1}(0, T ; H) \cap L^{\infty}(0, T ; V) \cap L^{2}(0, T ; W)} \leq C . \tag{5.79}
\end{equation*}
$$
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Fourth estimate: Next, by testing (5.35) by $\Delta q_{\alpha, \beta}$ and integrating over $(t, T)$, we find that

$$
\begin{aligned}
& \frac{\beta}{2}\left\|\nabla q_{\alpha, \beta}(t)\right\|^{2}+\int_{Q_{t}^{T}}\left|\Delta q_{\alpha, \beta}\right|^{2}=\frac{\beta}{2}\left\|\nabla q_{\alpha, \beta}(T)\right\|^{2}+\int_{Q_{t}^{T}} \partial_{t} p_{\alpha, \beta} \Delta q_{\alpha, \beta} \\
& \quad+\int_{Q_{t}^{T}} F^{\prime \prime}\left(\bar{\varphi}_{\alpha, \beta}\right) q_{\alpha, \beta} \Delta q_{\alpha, \beta}-\int_{Q_{t}^{T}} P^{\prime}\left(\bar{\varphi}_{\alpha, \beta}\right)\left(\bar{\sigma}_{\alpha, \beta}-\bar{\mu}_{\alpha, \beta}\right)\left(r_{\alpha, \beta}-p_{\alpha, \beta}\right) \Delta q_{\alpha, \beta} \\
& \quad+\int_{Q_{t}^{T}} b_{1}\left(\bar{\varphi}_{\alpha, \beta}-\varphi_{Q}\right) \Delta q_{\alpha, \beta}=: \mathbb{I}_{1}+\mathbb{I}_{2}+\mathbb{I}_{3}
\end{aligned}
$$

Similar arguments as in the previous estimates allow us to obtain that

$$
\begin{aligned}
& \left|\mathbb{I}_{1}\right|+\left|\mathbb{I}_{2}\right|+\left|\mathbb{I}_{3}\right| \\
& \quad \leq \frac{4}{5} \int_{Q_{t}^{T}}\left|\Delta q_{\alpha, \beta}\right|^{2}+C \int_{Q_{t}^{T}}\left(\left|\partial_{t} p_{\alpha, \beta}\right|^{2}+\left|q_{\alpha, \beta}\right|^{2}+\left|p_{\alpha, \beta}\right|^{2}+\left|r_{\alpha, \beta}\right|^{2}+1\right),
\end{aligned}
$$

where the bounds producing (3.60) and (3.61) for the solutions $\bar{\mu}_{\alpha, \beta}$ and $\bar{\sigma}_{\alpha, \beta}$, are also taken into account. Hence, we find that

$$
\beta^{1 / 2}\left\|\nabla q_{\alpha, \beta}\right\|_{L^{\infty}(0, T ; H)}+\left\|\Delta q_{\alpha, \beta}\right\|_{L^{2}(0, T ; H)} \leq C,
$$

and from elliptic regularity that

$$
\beta^{1 / 2}\left\|\nabla q_{\alpha, \beta}\right\|_{L^{\infty}(0, T ; H)}+\left\|q_{\alpha, \beta}\right\|_{L^{2}(0, T ; W)} \leq C .
$$

Fifth estimate: Lastly, by comparison in equation (5.35) we also realise that

$$
\begin{equation*}
\beta\left\|\partial_{t} q_{\alpha, \beta}\right\|_{L^{2}(0, T ; H)} \leq C . \tag{5.80}
\end{equation*}
$$

## Passage to the Limit

Here, let us draw some consequence of the a priori estimates obtained so far. Let us recall that the constant $C$ appearing at the end of every estimate is independent of $\beta$. Thus, from Banach-Alaoglu theorem we infer the existence of variables $p_{\alpha}, q_{\alpha}$ and $r_{\alpha}$ such that, as $\beta \rightarrow 0$,

$$
\begin{aligned}
p_{\alpha, \beta} & \rightarrow p_{\alpha} \quad \text { weakly star in } H^{1}(0, T ; H) \cap L^{\infty}(0, T ; V) \cap L^{2}(0, T ; W), \\
q_{\alpha, \beta} & \rightarrow q_{\alpha} \quad \text { weakly in } L^{2}(0, T ; W), \\
r_{\alpha, \beta} & \rightarrow r_{\alpha} \quad \text { weakly star in } H^{1}(0, T ; H) \cap L^{\infty}(0, T ; V) \cap L^{2}(0, T ; W), \\
\beta q_{\alpha, \beta} & \rightarrow 0 \quad \text { strongly in } H^{1}(0, T ; H) \cap L^{\infty}(0, T ; V) \cap L^{2}(0, T ; W) .
\end{aligned}
$$

Moreover, up to a non-relabelled subsequence, we also have by compactness arguments that

$$
\begin{align*}
p_{\alpha, \beta} & \rightarrow p_{\alpha} \tag{5.81}
\end{align*} \quad \text { strongly in } C^{0}([0, T] ; H) \cap L^{2}(0, T ; V), 0, ~ s t r r_{\alpha} \quad \text { strongly in } C^{0}([0, T] ; H) \cap L^{2}(0, T ; V) .
$$

Besides, by (3.59) and (3.65), along a non-relabelled subsequence, for every $\kappa \geq 1$ if $d=2$ and $1 \leq \kappa<6$ if $d=3$, we have that

$$
\bar{\varphi}_{\alpha, \beta} \rightarrow \bar{\varphi}_{\alpha} \quad \text { a.e. in } Q, \quad \bar{\varphi}_{\alpha, \beta} \rightarrow \bar{\varphi}_{\alpha}, \quad \text { strongly in } L^{2}\left(0, T ; L^{\kappa}(\Omega)\right) .
$$

Hence, we consider the weak formulation of (5.35)-(5.39) which reads as

$$
\begin{aligned}
& -\left\langle\partial_{t}\left(p_{\alpha, \beta}(t)+\beta q_{\alpha, \beta}(t), v\right\rangle+\int_{\Omega} \nabla q_{\alpha, \beta}(t) \cdot \nabla v+\int_{\Omega} F^{\prime \prime}\left(\bar{\varphi}_{\alpha, \beta}(t)\right) q_{\alpha, \beta}(t) v\right. \\
& \quad+\int_{\Omega} P^{\prime}\left(\bar{\varphi}_{\alpha, \beta}(t)\right)\left(\bar{\sigma}_{\alpha, \beta}(t)-\bar{\mu}_{\alpha, \beta}(t)\right)\left(r_{\alpha, \beta}(t)-p_{\alpha, \beta}(t)\right) v \\
& \quad=\int_{\Omega} b_{1}\left(\bar{\varphi}_{\alpha, \beta}(t)-\varphi_{Q}(t)\right) v \\
& -\alpha\left\langle\partial_{t} p_{\alpha, \beta}(t), w\right\rangle-\int_{\Omega} q_{\alpha, \beta}(t) w+\int_{\Omega} \nabla p_{\alpha, \beta}(t) \cdot \nabla w \\
& \quad+\int_{\Omega} P\left(\bar{\varphi}_{\alpha, \beta}(t)\right)\left(p_{\alpha, \beta}(t)-r_{\alpha, \beta}(t)\right) w=0, \\
& -\left\langle\partial_{t} r_{\alpha, \beta}(t), z\right\rangle+\int_{\Omega} \nabla r_{\alpha, \beta}(t) \cdot \nabla z+\int_{\Omega} P\left(\bar{\varphi}_{\alpha, \beta}(t)\right)\left(r_{\alpha, \beta}(t)-p_{\alpha, \beta}(t)\right) z \\
& \quad=\int_{\Omega} b_{3}\left(\bar{\sigma}_{\alpha, \beta}(t)-\sigma_{Q}(t)\right) z
\end{aligned}
$$

for every $v, w, z \in V$ and almost everywhere in $(0, T)$ and the terminal conditions

$$
\left(p_{\alpha, \beta}+\beta q_{\alpha, \beta}\right)(T)=0, \quad \alpha p_{\alpha, \beta}(T)=0, \quad r_{\alpha, \beta}(T)=0 .
$$

Let us just comment how to handle the passage as $\beta \rightarrow 0$ of the nonlinear term involving $F^{\prime \prime}$ as the other terms easily pass to the weak limit as $\beta \rightarrow 0$ due to the regularity of $P$ and to the aforementioned convergences. By continuity of $F^{\prime \prime}$ and from the above remark, it follows that, as $\beta \rightarrow 0$,

$$
F^{\prime \prime}\left(\bar{\varphi}_{\alpha, \beta}\right) \rightarrow F^{\prime \prime}\left(\bar{\varphi}_{\alpha}\right) \quad \text { a.e. in } Q .
$$

Now, since $\left\{F\left(\bar{\varphi}_{\alpha, \beta}\right)\right\}_{\beta}$ is uniformly bounded in $L^{\infty}\left(0, T ; L^{1}(\Omega)\right)$, by the growth condition (3.53) we know that $\left\{F^{\prime \prime}\left(\bar{\varphi}_{\alpha, \beta}\right)\right\}_{\beta}$ is uniformly bounded in $L^{\infty}(0, T ; H)$. Furthermore, the boundedness of $\left\{\varphi_{\alpha, \beta}\right\}_{\beta}$ in $L^{2}\left(0, T ; L^{6}(\Omega)\right)$ and again (3.53) ensure also that $\left\{F^{\prime \prime}\left(\bar{\varphi}_{\alpha, \beta}\right)\right\}_{\beta}$ is uniformly bounded in $L^{1}\left(0, T ; L^{3}(\Omega)\right)$. For any $\vartheta \in(0,1)$, setting $\kappa_{\vartheta} \in(2,3)$ such that $\frac{1}{\kappa_{\vartheta}}:=\frac{\vartheta}{2}+\frac{1-\vartheta}{3}$, by interpolation we have that

$$
\left\|F^{\prime \prime}\left(\bar{\varphi}_{\alpha, \beta}\right)\right\|_{\kappa_{\vartheta}} \leq C\left\|F^{\prime \prime}\left(\bar{\varphi}_{\alpha, \beta}\right)\right\|^{\vartheta}\left\|F^{\prime \prime}\left(\bar{\varphi}_{\alpha, \beta}\right)\right\|_{3}^{1-\vartheta} \quad \text { a.e. in }(0, T),
$$

from which it follows that

$$
\left\|F^{\prime \prime}\left(\bar{\varphi}_{\alpha, \beta}\right)\right\|_{L^{\frac{1}{1-\vartheta}}\left(0, T ; L^{\kappa \vartheta}(\Omega)\right)} \leq C_{\alpha} .
$$

In particular, there exists $\bar{\vartheta} \in(0,1)$ such that $\bar{\kappa}:=\kappa_{\bar{\vartheta}}=\frac{1}{1-\bar{\vartheta}} \in(2,3)$ : an easy computation yields $\bar{\vartheta}=\frac{4}{7}$ and $\bar{\kappa}=\frac{7}{3}$. This implies that

$$
\left\|F^{\prime \prime}\left(\bar{\varphi}_{\alpha, \beta}\right)\right\|_{L^{7 / 3}(Q)} \leq C_{\alpha} .
$$
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By the Severini-Egorov theorem we infer that, for all $\kappa \in\left[1, \frac{7}{3}\right)$,

$$
F^{\prime \prime}\left(\bar{\varphi}_{\alpha, \beta}\right) \rightarrow F^{\prime \prime}\left(\bar{\varphi}_{\alpha}\right) \quad \text { weakly in } L^{7 / 3}(Q) \text { and strongly in } L^{\kappa}(Q) .
$$

In particular, since $\frac{7}{3}>2$ and (5.69), this implies that, as $\beta \rightarrow 0$,

$$
F^{\prime \prime}\left(\bar{\varphi}_{\alpha, \beta}\right) q_{\alpha, \beta} \rightarrow F^{\prime \prime}\left(\bar{\varphi}_{\alpha}\right) q_{\alpha} \quad \text { weakly in } L^{1}(Q) .
$$

Since $W \subset L^{\infty}(\Omega)$, this allows to pass to the limit as $\beta \rightarrow 0$ in the first line of the above variational formulation for every test function $v \in W$. Since $F^{\prime \prime}\left(\bar{\varphi}_{\alpha}\right) \in$ $L^{1}\left(0, T ; L^{3}(\Omega)\right)$, at the limit we find that $F^{\prime \prime}\left(\bar{\varphi}_{\alpha}\right) q_{\alpha} \in L^{6 / 5}(\Omega) \subset V^{*}$ almost everywhere in $(0, T)$, and the variational formulation holds also for all $v \in V$ by the density of $W$ in $V$. Thus, after passing to the limit as $\beta \rightarrow 0$ we find that the limit triplet $\left(p_{\alpha}, q_{\alpha}, r_{a}\right)$ verifies

$$
\begin{aligned}
& -\left\langle\partial_{t} p_{\alpha}(t), v\right\rangle+\int_{\Omega} \nabla q_{\alpha}(t) \cdot \nabla v+\int_{\Omega} F^{\prime \prime}\left(\bar{\varphi}_{\alpha}(t)\right) q_{\alpha}(t) v \\
& +\int_{\Omega} P^{\prime}\left(\bar{\varphi}_{\alpha}(t)\right)\left(\bar{\sigma}_{\alpha}(t)-\bar{\mu}_{\alpha}(t)\right)\left(r_{\alpha}(t)-p_{\alpha}(t)\right) v=\int_{\Omega} b_{1}\left(\bar{\varphi}_{\alpha}(t)-\varphi_{Q}(t)\right) v, \\
& -\alpha\left\langle\partial_{t} p_{\alpha}(t), v\right\rangle-\int_{\Omega} q_{\alpha}(t) v+\int_{\Omega} \nabla p_{\alpha}(t) \cdot \nabla v+\int_{\Omega} P\left(\bar{\varphi}_{\alpha}(t)\right)\left(p_{\alpha}(t)-r_{\alpha}(t)\right) v \\
& =0, \\
& -\left\langle\partial_{t} r_{\alpha}(t), v\right\rangle+\int_{\Omega} \nabla r_{\alpha}(t) \cdot \nabla v+\int_{\Omega} P\left(\bar{\varphi}_{\alpha}(t)\right)\left(r_{\alpha}(t)-p_{\alpha}(t)\right) v \\
& =\int_{\Omega} b_{3}\left(\bar{\sigma}_{\alpha}(t)-\sigma_{Q}(t)\right) v,
\end{aligned}
$$

for every $v \in V$ and almost everywhere in $(0, T)$ and the terminal conditions

$$
p_{\alpha}(T)=0, \quad r_{\alpha}(T)=0
$$

which concludes the proof.

### 5.2.2.3 Approximation of Optimal Controls and Optimality Conditions

We are now ready to derive the first-order necessary conditions for optimality of $(C P)_{\alpha}$ by adapting the lines of argument in Subsection 5.2.1.3 for the case $\beta \rightarrow 0$ instead of $\alpha \rightarrow 0$. Namely, for a given minimiser $\bar{u}_{\alpha}$ of $(C P)_{\alpha}$ we define the adapted cost functional by

$$
\mathcal{J}_{\mathrm{ad}}(\varphi, \sigma, u):=\mathcal{J}(\varphi, \sigma, u)+\frac{1}{2}\left\|u-\bar{u}_{\alpha}\right\|_{L^{2}(Q)}^{2}
$$

along with the corresponding adapted optimisation problem
$(C P)_{\alpha, \beta}^{\text {ad }} \quad$ Minimise $\mathcal{J}_{\text {ad }}(\varphi, \sigma, u)$ subject to:
(i) $(\varphi, \mu, \sigma)$ yields a solution to (3.1)-(3.5) obtained from Theorem 3.5 with $g=u$;
(ii) $u \in \mathcal{U}_{\text {ad }}$.

This will allow us to show that $(C P)_{\alpha, \beta}^{\mathrm{ad}} \searrow(C P)_{\alpha}$ in a sense to be precised later on so to pass rigorously to the limit as $\beta \rightarrow 0$ in the variational inequality (5.42). First of all, we obtain the corresponding result to Lemma 5.9 which again straightforwardly follows from the previous investigation on $(C P)_{\alpha, \beta}$.

Lemma 5.16. Suppose the assumption of Theorem 3.14 and let $\mathbf{C 1} \mathbf{- C 3}$ hold and $b_{2}=$ 0 . Then, for every $\beta \in(0,1)$ and every optimal control $\bar{u}_{\alpha}$ of $(C P)_{\alpha}$, the adapted optimisation problem $(C P)_{\alpha, \beta}^{\text {ad }}$ admits a minimiser.

Theorem 5.17. Assume that the assumption of Theorem 3.14 are in force and let $\mathbf{C 1}$ $\mathbf{C 3}$ hold and $b_{2}=0$. Let $\bar{u}_{\alpha}$ be an optimal control for $(C P)_{\alpha}$. Then, for every $\beta \in$ $(0,1)$, if $\bar{u}_{\alpha, \beta} \in \mathcal{U}_{\mathrm{ad}}$ is an optimal control for $(C P)_{\alpha, \beta}^{\text {ad }}$ it necessarily fulfils

$$
\begin{equation*}
\int_{Q}\left(r_{\alpha, \beta}+b_{0} \bar{u}_{\alpha, \beta}+\left(\bar{u}_{\alpha}-\bar{u}_{\alpha, \beta}\right)\right)\left(u-\bar{u}_{\alpha, \beta}\right) \geq 0 \quad \forall u \in \mathcal{U}_{\mathrm{ad}} \tag{5.83}
\end{equation*}
$$

where $r_{\alpha, \beta}$ is the third component of the unique solution $\left(p_{\alpha, \beta}, q_{\alpha, \beta}, r_{\alpha, \beta}\right)$ to the adjoint system (5.35)-(5.39) obtained from Theorem 5.5

Hence, it holds that $(C P)_{\alpha, \beta}^{\mathrm{ad}} \searrow(C P)_{\alpha}$ as $\beta \rightarrow 0$ in the following sense:
Theorem 5.18. Suppose the assumption of Theorem 3.14 and let $\mathbf{C 1} \mathbf{C 3}$ hold and $b_{2}=$ 0 Let $\bar{u}_{\alpha}$ be an optimal control for $(C P)_{\alpha}$ with the corresponding state $\left(\bar{\varphi}_{\alpha}, \bar{\mu}_{\alpha}, \bar{\sigma}_{\alpha}\right)$ obtained from Theorem 3.10. Then, for every family $\left\{\bar{u}_{\alpha, \beta}\right\}_{\beta}$ of optimal controls for $(C P)_{\alpha, \beta}^{\text {ad }}$ with the corresponding states $\left\{\left(\bar{\varphi}_{\alpha, \beta}, \bar{\mu}_{\alpha, \beta}, \bar{\sigma}_{\alpha, \beta}\right)\right\}_{\alpha}$ it holds that, as $\beta \rightarrow 0$,

$$
\begin{align*}
& \bar{u}_{\alpha, \beta} \rightarrow \bar{u}_{\alpha} \quad \text { strongly in } L^{2}(Q),  \tag{5.84}\\
& \bar{\varphi}_{\alpha, \beta} \rightarrow \bar{\varphi}_{\alpha} \quad \text { weakly star in } H^{1}(0, T ; V) \cap L^{\infty}(0, T ; W),  \tag{5.85}\\
& \bar{\sigma}_{\alpha, \beta} \rightarrow \bar{\sigma}_{\alpha} \quad \text { weakly star in } H^{1}(0, T ; H) \cap L^{\infty}(0, T ; V) \cap L^{2}(0, T ; W),  \tag{5.86}\\
& \mathcal{J}_{\text {ad }}\left(\bar{\varphi}_{\alpha, \beta}, \bar{\sigma}_{\alpha, \beta}, \bar{u}_{\alpha, \beta}\right) \rightarrow \mathcal{J}\left(\bar{\varphi}_{\alpha}, \bar{\sigma}_{\alpha}, \bar{u}_{\alpha}\right) . \tag{5.87}
\end{align*}
$$

Proof of Theorem 5.18 The proof follows the same lines of argument of the proof of Theorem 5.11 with the help of the asymptotic analysis performed by Theorem 3.13.

Lastly, we combine Theorem 5.18 with Theorem 5.6 to derive the optimality condition of $(C P)_{\alpha}$ by letting $\beta \rightarrow 0$ in the variational inequality (5.42). Here, the obtained result follows.

Theorem 5.19. Suppose the assumption of Theorem 3.14 and C1-C3 hold. Moreover, let $b_{2}=b_{4}=0$ and let $\bar{u}_{\alpha}$ be a minimiser of $(C P)_{\alpha}$. Then, it necessarily satisfies

$$
\int_{Q}\left(r_{\alpha}+b_{0} \bar{u}_{\alpha}\right)\left(u-\bar{u}_{\alpha}\right) \geq 0 \quad \forall u \in \mathcal{U}_{\mathrm{ad}}
$$

where $r_{\alpha}$ is the third component of the unique solution $\left(p_{\alpha}, q_{\alpha}, r_{\alpha}\right)$ of the adjoint system (5.35)-(5.39) with $\beta=0$ obtained from Theorem 5.15
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Proof of Theorem 5.19. The proof can be obtained by adapting the line of arguments in Theorem 5.12 by using the approximation results pointed out by Theorem 5.15 and Theorem 5.18.

Lastly, we obtain the corresponding of Corollary 5.13 .
Corollary 5.20. Suppose that the assumption of Theorem 5.19 are satisfied. Moreover, let $b_{0}>0$ and $\bar{u}_{\alpha}$ be an optimal control for $(C P)_{\alpha}$. Then, the minimiser $\bar{u}_{\alpha}$ is the $L^{2}(0, T ; H)$-orthogonal projection of $-b_{0}{ }^{-1} r_{\alpha}$ onto the closed subspace $\mathcal{U}_{\mathrm{ad}}$ and

$$
\bar{u}_{\alpha}(\mathbf{x}, t)=\max \left\{u_{*}(\mathbf{x}, t), \min \left\{u^{*}(\mathbf{x}, t),-b_{0}{ }^{-1} r_{\alpha}(\mathbf{x}, t)\right\}\right\} \quad \text { for a.a. }(\mathbf{x}, t) \in Q,
$$

where $r_{\alpha}$ is the third component of the unique solution of the adjoint system (5.35)(5.39) with $\beta=0$ obtained from Theorem 5.15.

## CHAPTER



# Optimal Control Theory of the Nonlocal Model 

This chapter is completely devoted to studying an optimal control problem associated with the nonlocal system (4.1)-(4.5) analysed in Chapter4. To differentiate the presentation with respect to Chapter 5, we postulate a different form for the cost functional and for the control variables. In fact, inspired from the work by C. Kahle et al. [109], we formulate the problem of parameters identification in the framework of optimal control theory. In particular, the physical parameters we aim to identify are the constants $\mathcal{P}, \chi, \eta$, and $\mathcal{C}$ occurring in the system (4.1)-(4.5) and the role of controls is now played by these parameters.

As done in the previous chapter, we first start considering the optimal control problem with both the relaxation parameters $\alpha$ and $\beta$ positive and fixed in the system (4.1)(4.5), and then we let them to zero via asymptotic approaches.

### 6.1 Optimal Control Theory of the Nonlocal Relaxed Model

Motivated by the above comments, we consider the objective type cost functional of the following form:

$$
\begin{align*}
\mathcal{J}(\varphi, \mathcal{P}, \chi, \eta, \mathcal{C}): & =\frac{b_{1}}{2}\left\|\varphi-\varphi_{Q}\right\|_{L^{2}(Q)}^{2}+\frac{b_{2}}{2}\left\|\varphi(T)-\varphi_{\Omega}\right\|_{L^{2}(\Omega)}^{2}+\frac{\alpha_{P}}{2}\left|\mathcal{P}-\mathcal{P}_{*}\right|^{2} \\
& +\frac{\alpha \chi}{2}\left|\chi-\chi_{*}\right|^{2}+\frac{\alpha_{\eta}}{2}\left|\eta-\eta_{*}\right|^{2}+\frac{\alpha_{C}}{2}\left|\mathcal{C}-\mathcal{C}_{*}\right|^{2} \tag{6.1}
\end{align*}
$$
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for some prescribed target functions $\varphi_{\Omega}: \Omega \rightarrow \mathbb{R}, \varphi_{Q}: Q \rightarrow \mathbb{R}$, non-negative constants $b_{1}, b_{2}, \alpha_{P}, \alpha_{\chi}, \alpha_{\eta}, \alpha_{C}$ (not all zero), and non-negative constants $\mathcal{P}_{*}, \chi_{*}, \eta_{*}, \mathcal{C}_{*}$ representing some a priori information for the parameters. Moreover, the set of $a d$ missible controls is defined as

$$
\begin{align*}
& \mathcal{U}_{\mathrm{ad}}:=\left\{(\mathcal{P}, \chi, \eta, \mathcal{C}) \in \mathbb{R}^{4}:\right. \\
&\left.0 \leq \mathcal{P} \leq \mathcal{P}_{\max }, 0 \leq \chi \leq \chi_{\max }, 0 \leq \eta \leq \eta_{\max }, 0 \leq \mathcal{C} \leq \mathcal{C}_{\max }\right\} \tag{6.2}
\end{align*}
$$

for some prescribed non-negative constants $\mathcal{P}_{\text {max }}, \chi_{\text {max }}, \eta_{\text {max }}, \mathcal{C}_{\text {max }}$. It is worth underlying that (6.2) is a non-empty and compact (closed and bounded) subset of $\mathbb{R}^{4}$.

Hence, the identification problem we are going to address in this first part of the chapter can be summarised as

$$
(C P)_{\alpha, \beta} \quad \text { Minimise } \mathcal{J}(\varphi, \mathcal{P}, \chi, \eta, \mathcal{C}) \text { subject to: }
$$

(i) $(\varphi, \mu, \sigma)$ yields a solution to (4.1)-(4.5) obtained from Theorem 4.5,
(ii) $(\mathcal{P}, \chi, \eta, \mathcal{C}) \in \mathcal{U}_{\text {ad }}$.

Thus, we would like to tackle the following problem: given a set of data $\mathcal{P}_{*}, \chi_{*}, \eta_{*}, \mathcal{C}_{*}$, identify the optimal parameter values $\mathcal{P}, \chi, \eta, \mathcal{C}$ so that the resulting model predictions and the data are close in some proper sense. An alternative approach for parameter identification relies on the Bayeasian calibration which has been recently used by C . Kahle et al. in [110] in the framework of local tumour growth models.

Throughout this first part of the chapter we work with $\alpha \in\left(0, \alpha_{0}\right)$ and $\beta \in\left(0, \beta_{0}\right)$ fixed, being $\alpha_{0}$ and $\beta_{0}$ the bounds defined by (4.6). For this reason and for the sake of simplicity, we avoid writing the unnecessary subscripts $\alpha, \beta$ under the involved variables.

As far as the assumptions are concerned, in addition to B1-B7, we postulate the following assumptions:

D1 $\mathcal{P}_{\text {max }}, \chi_{\text {max }}, \eta_{\text {max }}, \mathcal{C}_{\text {max }}$ are non-negative constants.
D2 $F:(-\ell, \ell) \rightarrow[0,+\infty)$ is of class $C^{4}$, where $\ell \in(0,+\infty]$, and

$$
F^{\prime}(0)=0, \quad \lim _{r \rightarrow( \pm \ell)^{\mp}}\left[F^{\prime}(r)-\chi_{\max } \eta_{\max } r\right]= \pm \infty .
$$

This latter condition allows both for the logarithmic potential and for any polynomial super-quadratic potential. Nonetheless, potentials of double-obstacle type like (1.9) are excluded. Let us note also that the limiting condition at $\pm \ell$ is satisfied in particular by any $\eta \in\left[0, \eta_{\max }\right]$ and $\chi \in\left[0, \chi_{\max }\right]$.

When dealing with the aforementioned optimal control problem, we postulate that the cost functional $\mathcal{J}$ and the space of admissible controls $\mathcal{U}_{\mathrm{ad}}$ are defined by (6.1), and (6.2) and that the following are fulfilled.

D3 The target functions $\varphi_{\Omega}: \Omega \rightarrow \mathbb{R}$ and $\varphi_{Q}: Q \rightarrow \mathbb{R}$ verify $\varphi_{\Omega} \in L^{2}(\Omega)$ and $\varphi_{Q} \in L^{2}(Q)$.
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D4 $b_{1}, b_{2}, \alpha_{P}, \alpha_{\chi}, \alpha_{\eta}, \alpha_{C}$ are non-negative constants, not all zero.
D5 $\mathcal{P}_{*}, \chi_{*}, \eta_{*}, \mathcal{C}_{*}$ are non-negative constants.
D6 $f \in C^{2}(\mathbb{R}) \cap W^{2, \infty}(\mathbb{R})$.
Let us recall that from Theorem 4.1 and Theorem 4.2 we already deduce the existence and uniqueness of a weak solution to system (4.1)-(4.5) under a rather general framework. However, since we are interested in solving the optimal control problem $(C P)_{\alpha, \beta}$, we are forced to work with strong solutions instead, which possess better stability properties with respect to the involved parameters. In particular, unlike weak solutions, strong solutions allow to consider also non-negative chemotaxis and active transport coefficients (cf. Theorem 4.5 and Theorem 4.8). Moreover, let us notice that it is straightforward to complement (4.59) and obtain the following continuous dependence result.

Lemma 6.1. Let the assumptions of Theorem 4.8 be fulfilled. Moreover, for any pair of initial data $\left\{\left(\varphi_{0}^{i}, \mu_{0}^{i}, \sigma_{0}^{i}\right)\right\}_{i=1,2}$ satisfying (4.7), (4.42), and (4.51), there exists a constant $K>0$, depending on the structural data, $\alpha$, and $\beta$, such that, for every pair of parameters $\left\{\left(\mathcal{P}^{i}, \chi^{i}, \eta^{i}, \mathcal{C}^{i}\right)\right\}_{i=1,2} \in \mathcal{U}_{\text {ad }}$, and for any respective strong solutions $\left\{\left(\varphi_{i}, \mu_{i}, \sigma_{i}\right)\right\}_{i=1,2}$ satisfying (4.52)-(4.55), it holds that

$$
\begin{aligned}
& \left\|\varphi_{1}-\varphi_{2}\right\|_{W^{1, \infty}(0, T ; V) \cap H^{1}\left(0, T ; H^{2}(\Omega)\right)}+\left\|\mu_{1}-\mu_{2}\right\|_{H^{1}(0, T ; H) \cap L^{\infty}(0, T ; V) \cap L^{2}(0, T ; W)} \\
& \quad+\left\|\sigma_{1}-\sigma_{2}\right\|_{H^{1}(0, T ; H) \cap L^{\infty}(0, T ; V) \cap L^{2}(0, T ; W)} \\
& \leq K\left(\left\|\varphi_{0}^{1}-\varphi_{0}^{2}\right\|_{H^{2}(\Omega)}+\left\|\mu_{0}^{1}-\mu_{0}^{2}\right\|_{V}+\left\|\sigma_{0}^{1}-\sigma_{0}^{2}\right\|_{V}\right) \\
& \quad+K\left(\left|\mathcal{P}^{1}-\mathcal{P}^{2}\right|+\left|\chi^{1}-\chi^{2}\right|+\left|\eta^{1}-\eta^{2}\right|+\left|\mathcal{C}^{1}-\mathcal{C}^{2}\right|\right) .
\end{aligned}
$$

The strong well-posedness of the state system (4.1)-4.5) in Theorem 4.5 and Theorem 4.8 allows us to define the control-to-state operator $\mathcal{S}$, assigning to every given admissible control $(\mathcal{P}, \chi, \eta, \mathcal{C})$ the unique corresponding state $(\varphi, \mu, \sigma)$. Namely, we have

$$
\mathcal{S}:(\mathcal{P}, \chi, \eta, \mathcal{C}) \mapsto(\varphi, \mu, \sigma),
$$

where $(\varphi, \mu, \sigma)$ is the unique solution to (4.1)-(4.5) obtained from Theorem 4.5. Moreover, let us draw a straightforward consequence of the separation property (4.54).

Corollary 6.2. In addition to the assumptions of Theorem 4.5] suppose that $F \in$ $C^{k}(-\ell, \ell)$ for some $k \geq 4$. Then, there exists a positive constant $K$, depending only on the structural data, on the initial data, and possibly on $\alpha$ and $\beta$, such that

$$
\begin{equation*}
\|\varphi\|_{L^{\infty}(Q)}+\max _{i=0, \ldots, k}\left\|F^{(i)}(\varphi)\right\|_{L^{\infty}(Q)} \leq K \quad \forall(\mathcal{P}, \chi, \eta, \mathcal{C}) \in \mathcal{U}_{\mathrm{ad}} . \tag{6.3}
\end{equation*}
$$

### 6.1.1 Existence of a Minimiser

The first problem that we address concerns the existence of a minimiser of the optimal control problem $(C P)_{\alpha, \beta}$, with $\alpha, \beta>0$ being fixed. Its proof is rather standard and follows as a consequence of the direct method of calculus of variations.
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Theorem 6.3 (Existence of a minimiser). Suppose that B1-B7 and D1-D6 are fulfilled. Then, the optimisation problem $(C P)_{\alpha, \beta}$ admits a minimiser.

Proof of Theorem 6.3 Without loss of generality, we assume that all the constants $\alpha_{P}, \alpha_{\chi}, \alpha_{\eta}, \alpha_{C}$ are positive. In fact, if this is not the case, we can consider the corresponding control $\mathcal{P}, \chi, \eta$ and/or $\mathcal{C}$ as a prescribed constant, redefine $\mathcal{U}_{\mathrm{ad}}$ accordingly and argue in the same way.

To begin with, notice that the cost functional is non-negative so that we can consider a minimising sequence of elements of $\mathcal{U}_{\mathrm{ad}}$. Namely, we take the minimising sequence $\left\{\left(\mathcal{P}_{n}, \chi_{n}, \eta_{n}, \mathcal{C}_{n}\right)\right\}_{n} \subset \mathcal{U}_{\text {ad }}$ and the corresponding sequence of states $\left\{\left(\varphi_{n}, \mu_{n}, \sigma_{n}\right)\right\}_{n}=\left\{\mathcal{S}\left(\mathcal{P}_{n}, \chi_{n}, \eta_{n}, \mathcal{C}_{n}\right)\right\}_{n}$ all related to the same initial data $\left(\varphi_{0}, \mu_{0}, \sigma_{0}\right)$. Namely, we have

$$
0 \leq \bar{\lambda}:=\inf \left\{\mathcal{J}(\varphi, \mathcal{P}, \chi, \eta, \mathcal{C}) \mid(\mathcal{P}, \chi, \eta, \mathcal{C}) \in \mathcal{U}_{\mathrm{ad}}, \varphi=\mathcal{S}_{1}(\mathcal{P}, \chi, \eta, \mathcal{C})\right\}
$$

and, as $n \rightarrow \infty$,

$$
\mathcal{J}\left(\varphi_{n}, \mathcal{P}_{n}, \chi_{n}, \eta_{n}, \mathcal{C}_{n}\right) \rightarrow \bar{\lambda}
$$

Since the bounds (4.52)-4.55) are uniform in $n$ thanks to the structure of $\mathcal{U}_{\mathrm{ad}}$, we invoke standard compactness results (cf., Lemma 2.4) to obtain the existence of limits $\bar{\varphi},(\bar{P}, \bar{\chi}, \bar{\eta}, \bar{C}) \in \mathcal{U}_{\mathrm{ad}}$, and a non-relabelled subsequence such that, as $n \rightarrow \infty$,

$$
\begin{array}{ll}
\varphi_{n} \rightarrow \bar{\varphi} \quad \text { weakly star in } W^{1, \infty}(0, T ; V) \cap H^{1}\left(0, T ; H^{2}(\Omega)\right), \\
& \quad \text { and strongly in } C^{0}\left([0, T] ; C^{0}(\bar{\Omega})\right), \\
\mu_{n} \rightarrow \bar{\mu} \quad \text { weakly star in } H^{1}(0, T ; H) \cap L^{\infty}(0, T ; V) \cap L^{2}(0, T ; W) \cap L^{\infty}(Q), \\
\sigma_{n} \rightarrow \bar{\sigma} \quad \text { weakly star in } H^{1}(0, T ; H) \cap L^{\infty}(0, T ; V) \cap L^{2}(0, T ; W) \cap L^{\infty}(Q), \\
\mathcal{P}_{n} \rightarrow \overline{\mathcal{P}}, \quad \chi_{n} \rightarrow \bar{\chi}, \eta_{n} \rightarrow \bar{\eta}, \mathcal{C}_{n} \rightarrow \overline{\mathcal{C}} .
\end{array}
$$

It is then a standard matter to pass to the limit in the variational formulation of (4.1)(4.5) written for $\left\{\left(\varphi_{n}, \mu_{n}, \sigma_{n}\right)\right\}_{n}$ to deduce that $(\bar{\varphi}, \bar{\mu}, \bar{\sigma})=\mathcal{S}(\bar{P}, \bar{\chi}, \bar{\eta}, \bar{C})$. Lastly, the weak sequential lower semincontinuity of $\mathcal{J}$ entails that $(\bar{P}, \bar{\chi}, \bar{\eta}, \bar{C})$ is a minimiser for $(C P)_{\alpha, \beta}$ together with its corresponding state $(\bar{\varphi}, \bar{\mu}, \bar{\sigma})$.

### 6.1.2 Linearised System

We study here the linearised system, which can be formally obtained by differentiating the state system (4.1)-(4.5) with respect to the control in a certain direction. First, we fix some preliminary notation: let $(\mathcal{P}, \chi, \eta, \mathcal{C}) \in \mathcal{U}_{\text {ad }}$ be fixed, set

$$
(\bar{\varphi}, \bar{\mu}, \bar{\sigma}):=\mathcal{S}(\mathcal{P}, \chi, \eta, \mathcal{C})
$$

and consider an arbitrary increment

$$
\mathbf{h}:=\left(h_{\mathcal{P}}, h_{\chi}, h_{\eta}, h_{\mathcal{C}}\right) \in \mathbb{R}^{4} \quad \text { such that } \quad(\mathcal{P}, \chi, \eta, \mathcal{C})+\mathbf{h} \in \mathcal{U}_{\mathrm{ad}} .
$$

The variables of the linearised system are denoted by $(\xi, \nu, \zeta)$ : of course, they depend on the increment $\mathbf{h}$, but we avoid keeping track of this explicitly for the brevity of notation.
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The linearised system reads:

$$
\begin{array}{ll}
\partial_{t}(\alpha \nu+\xi)-\Delta \nu=(\mathcal{P} \bar{\sigma}-\mathcal{A}) f^{\prime}(\bar{\varphi}) \xi+\mathcal{P} \zeta f(\bar{\varphi})+h_{\mathcal{P}} \bar{\sigma} f(\bar{\varphi}) & \text { in } Q, \\
\nu=\beta \partial_{t} \xi+a \xi-J * \xi+F^{\prime \prime}(\bar{\varphi}) \xi-\chi \zeta-h_{\chi} \bar{\sigma} & \text { in } Q, \\
\partial_{t} \zeta-\Delta \zeta+\mathcal{B} \zeta+\mathcal{C}\left(\zeta f(\bar{\varphi})+\bar{\sigma} f^{\prime}(\bar{\varphi}) \xi\right)+h_{\mathcal{C}} \bar{\sigma} f(\bar{\varphi}) & \\
\quad=-\Delta\left(\eta \xi+h_{\eta} \bar{\varphi}\right) & \text { in } Q,  \tag{6.6}\\
\partial_{\mathbf{n}} \nu=\partial_{\mathbf{n}}\left(\eta \xi+h_{\eta} \bar{\varphi}\right)=\partial_{\mathbf{n}} \zeta=0 & \text { on } \Sigma, \\
\xi(0)=\nu(0)=\zeta(0)=0 & \text { in } \Omega .
\end{array}
$$

Here is the corresponding well-posedness result.
Theorem 6.4 (Well-posedness of the linearised system: $\alpha, \beta>0$ ). Assume B1-B7 and D1-D6. Then, the linearised system (6.4)-(6.8) admits a unique solution ( $\xi, \nu, \zeta$ ) satisfying

$$
\xi \in H^{1}(0, T ; H) \cap L^{\infty}(0, T ; V), \quad \nu, \zeta \in H^{1}\left(0, T ; V^{*}\right) \cap L^{2}(0, T ; V)
$$

Proof of Theorem 6.4 In what follows we proceed formally by pointing out some a priori estimates. Anyway, it is a standard matter to perform the same computations within a Galerkin scheme (cf. Section 2.4.2) and then pass to the limit as the discretisation parameter approach infinity to deduce the same results at the continuous level. Moreover, let us notice that the symbols $C$ and $C(\delta)$ will denote generic constants depending only on structural data and possibly on an additional positive constant $\delta$ and may change from line to line.
First estimate: To begin with we add to both sides of (6.5) the term $\left(c_{a}+2\right) \xi$. Next, we multiply (6.4) by $\nu$, the new (6.5) by $-\partial_{t} \xi$, the gradient of (6.5) by $-\nabla \xi$, (6.6) by $\zeta$, integrate over $Q_{t}$ and by parts. Adding the resulting equalities we obtain that

$$
\begin{aligned}
& \frac{\alpha}{2}\|\nu(t)\|^{2}+\int_{Q_{t}}|\nabla \nu|^{2}+\beta \int_{Q_{t}}\left|\partial_{t} \xi\right|^{2}+\frac{\beta}{2}\|\nabla \xi(t)\|^{2}+\left(\frac{c_{a}}{2}+1\right)\|\xi(t)\|^{2} \\
&+\int_{Q_{t}}\left(a+F^{\prime \prime}(\bar{\varphi})\right)|\nabla \xi|^{2}+\int_{Q_{t}}(a \xi-J * \xi) \partial_{t} \xi+\frac{1}{2}\|\zeta(t)\|^{2} \\
&+\mathcal{B} \int_{Q_{t}}|\zeta|^{2}+\int_{Q_{t}}|\nabla|^{2} \\
&= \int_{Q_{t}}(\mathcal{P} \bar{\sigma}-\mathcal{A}) f^{\prime}(\bar{\varphi}) \xi \nu+\int_{Q_{t}} \mathcal{P} \zeta f(\bar{\varphi}) \nu+\int_{Q_{t}} h_{\mathcal{P}} \bar{\sigma} f(\bar{\varphi}) \nu-\int_{Q_{t}} F^{\prime \prime}(\bar{\varphi}) \xi \partial_{t} \xi \\
&+\int_{Q_{t}} \chi \zeta \partial_{t} \xi+\int_{Q_{t}} h_{\chi} \bar{\sigma} \partial_{t} \xi-\int_{Q_{t}}\left(c_{a}+2\right) \xi \partial_{t} \xi \\
&+\int_{Q_{t}} \nabla \nu \cdot \nabla \xi-\int_{Q_{t}}(\nabla a) \xi \cdot \nabla \xi+\int_{Q_{t}}(\nabla J * \xi) \cdot \nabla \xi-\int_{Q_{t}} F^{(3)}(\bar{\varphi}) \xi \nabla \bar{\varphi} \cdot \nabla \xi \\
&+\int_{Q_{t}} \chi \nabla \zeta \cdot \nabla \xi+\int_{Q_{t}} h \chi \nabla \bar{\sigma} \cdot \nabla \xi-\int_{Q_{t}} \mathcal{C}\left(\zeta f(\bar{\varphi})+\bar{\sigma} f^{\prime}(\bar{\varphi}) \xi\right) \zeta-\int_{Q_{t}} h_{\mathcal{C}} \bar{\sigma} f(\bar{\varphi}) \zeta \\
&+\int_{Q_{t}} \eta \nabla \xi \cdot \nabla \zeta-\int_{Q_{t}} h_{\eta} \Delta \bar{\varphi} \zeta=: \mathbb{I}_{1}+\mathbb{I}_{2}+\mathbb{I}_{3}+\mathbb{I}_{4}+\mathbb{I}_{5} .
\end{aligned}
$$

The first two terms of the second line can be easily estimated by using B5, which produces

$$
\begin{equation*}
\int_{Q_{t}}\left(a+F^{\prime \prime}(\bar{\varphi})\right)|\nabla \xi|^{2} \geq C_{0} \int_{Q_{t}}|\nabla \xi|^{2} \tag{6.9}
\end{equation*}
$$

and similarly for the next term we have

$$
\begin{equation*}
\int_{Q_{t}}(a \xi-J * \xi) \partial_{t} \xi \geq \frac{a_{*}-a^{*}}{2}\|\xi(t)\|^{2} \geq-\frac{c_{a}}{2}\|\xi(t)\|^{2} \tag{6.10}
\end{equation*}
$$

Moreover, the terms on the right-hand side can be easily estimated using Young and Hölder inequalities, the regularity of the state variables $\bar{\varphi}, \bar{\sigma}$ expressed in (4.52)-(4.55), the boundedness of $f$ and $f^{\prime}$, and Corollary 6.2. In fact, for every $\delta>0$, we obtain that

$$
\begin{aligned}
\left|\mathbb{I}_{1}\right| & \leq C \int_{Q_{t}}(|\bar{\sigma}||\xi|+|\zeta|+|\bar{\sigma}|)|\nu|+C\left\|F^{\prime \prime}(\bar{\varphi})\right\|_{L^{\infty}(Q)} \int_{Q_{t}}|\xi|\left|\partial_{t} \xi\right| \\
& \leq \delta \int_{Q_{t}}\left|\partial_{t} \xi\right|^{2}+C(\delta) \int_{Q_{t}}\left(|\xi|^{2}+|\nu|^{2}+|\zeta|^{2}+1\right) \\
\left|\mathbb{I}_{2}\right| & \leq C \int_{Q_{t}}(|\zeta|+|\bar{\sigma}|+|\xi|)\left|\partial_{t} \xi\right| \leq \delta \int_{Q_{t}}\left|\partial_{t} \xi\right|^{2}+C(\delta) \int_{Q_{t}}\left(|\zeta|^{2}+|\xi|^{2}+1\right) .
\end{aligned}
$$

Similarly, using the continuous embedding $V \subset L^{6}(\Omega)$, Hölder's inequality, the regularity of $\bar{\varphi}$ and again Corollary 6.2, we find that

$$
\begin{aligned}
\left|\mathbb{I}_{3}\right| & \leq C \int_{Q_{t}}(|\nabla \nu|+|\xi|)|\nabla \xi|+C\left\|F^{(3)}(\bar{\varphi})\right\|_{L^{\infty}(Q)} \int_{Q_{t}}|\xi||\nabla \bar{\varphi}||\nabla \xi| \\
& \leq \delta \int_{Q_{t}}|\nabla \nu|^{2}+C(\delta) \int_{Q_{t}}\left(|\xi|^{2}+|\nabla \xi|^{2}\right)+C \int_{0}^{t}\|\bar{\varphi}(s)\|_{H^{2}(\Omega)}\|\xi(s)\|_{V}\|\nabla \xi(s)\| d s \\
& \leq \delta \int_{Q_{t}}|\nabla \nu|^{2}+C(\delta) \int_{Q_{t}}\left(|\xi|^{2}+|\nabla \xi|^{2}\right) .
\end{aligned}
$$

By analogous computations, we have that

$$
\begin{aligned}
\left|\mathbb{I}_{4}\right| & \leq C \int_{Q_{t}}(|\nabla \zeta|+|\nabla \bar{\sigma}|)|\nabla \xi|+C \int_{Q_{t}}(|\zeta|+|\bar{\sigma}||\xi|+|\bar{\sigma}|)|\zeta| \\
& \leq \delta \int_{Q_{t}}|\nabla \zeta|^{2}+C(\delta) \int_{Q_{t}}\left(|\nabla \xi|^{2}+|\xi|^{2}+|\zeta|^{2}+1\right), \\
\left|\mathbb{I}_{5}\right| & \leq C \int_{Q_{t}}|\nabla \xi||\nabla \zeta|+C \int_{Q_{t}}|\Delta \bar{\varphi}||\zeta| \leq \delta \int_{Q_{t}}|\nabla \zeta|^{2}+C(\delta) \int_{Q_{t}}\left(|\zeta|^{2}+|\nabla \xi|^{2}+1\right) .
\end{aligned}
$$

Upon collecting the above estimates, we infer that

$$
\begin{aligned}
& \frac{\alpha}{2}\|\nu(t)\|^{2}+(1-\delta) \int_{Q_{t}}|\nabla \nu|^{2}+(\beta-2 \delta) \int_{Q_{t}}\left|\partial_{t} \xi\right|^{2}+\|\xi(t)\|^{2}+\frac{\beta}{2}\|\nabla \xi(t)\|^{2} \\
& \quad+C_{0} \int_{Q_{t}}|\nabla \xi|^{2}+\frac{1}{2}\|\zeta(t)\|^{2}+\mathcal{B} \int_{Q_{t}}|\zeta|^{2}+(1-2 \delta) \int_{Q_{t}}|\nabla \zeta|^{2} \\
& \leq C(\delta) \int_{Q_{t}}\left(|\xi|^{2}+|\nabla \xi|^{2}+|\zeta|^{2}+1\right) .
\end{aligned}
$$
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Then, we choose $\delta:=\min \left\{\frac{\beta}{4}, \frac{1}{4}\right\}$ so that Gronwall's lemma yields that

$$
\|\xi\|_{H^{1}(0, T ; H) \cap L^{\infty}(0, T ; V)}+\|\nu\|_{L^{\infty}(0, T ; H) \cap L^{2}(0, T ; V)}+\|\zeta\|_{L^{\infty}(0, T ; H) \cap L^{2}(0, T ; V)} \leq C .
$$

Second estimate: In light of the above estimate, a comparison argument in (6.4) and (6.6) produces

$$
\left\|\partial_{t}(\alpha \nu+\xi)\right\|_{L^{2}\left(0, T ; V^{*}\right)}+\left\|\partial_{t} \zeta\right\|_{L^{2}\left(0, T ; V^{*}\right)} \leq C,
$$

hence also

$$
\left\|\partial_{t} \nu\right\|_{L^{2}\left(0, T ; V^{*}\right)} \leq C .
$$

Conclusion: It is clear that these estimates are enough to pass to the limit in the linearised system. Furthermore, it is worth noting that the uniqueness directly follows from the linearity of the system and the estimates above. The proof of Theorem 6.4 is then concluded.

### 6.1.3 Fréchet Differentiability of $\mathcal{S}$

Theorem 6.5 (Fréchet differentiability: $\alpha, \beta>0$ ). Assume B1-B7 and D1-D6 and let $(\mathcal{P}, \chi, \eta, \mathcal{C}) \in \mathcal{U}_{\mathrm{ad}}$ be fixed. Then, the control-to-state operator $\mathcal{S}: \mathbb{R}^{4} \rightarrow \mathcal{X}$ is Fréchet differentiable at $(\mathcal{P}, \chi, \eta, \mathcal{C})$, where

$$
\mathcal{X}:=\left(H^{1}(0, T ; H) \cap L^{\infty}(0, T ; V)\right) \times\left(L^{\infty}(0, T ; H) \cap L^{2}(0, T ; V)\right)^{2} .
$$

Moreover, for every increment $\mathbf{h} \in \mathbb{R}^{4}$, we have $D \mathcal{S}(\mathcal{P}, \chi, \eta, \mathcal{C})[\mathbf{h}]=(\xi, \nu, \zeta)$, where $(\xi, \nu, \zeta)$ is the unique solution to $(\sqrt{6.4})-(\sqrt{6.8})$ associated to h , obtained by Theorem 6.4

Proof of Theorem 6.5 To begin with, let us recall that $\mathbf{h}=\left(h_{\mathcal{P}}, h_{\chi}, h_{\eta}, h_{\mathcal{C}}\right)$ and let us set the corresponding control

$$
\left(\mathcal{P}^{\mathbf{h}}, \chi^{\mathbf{h}}, \eta^{\mathbf{h}}, \mathcal{C}^{\mathbf{h}}\right):=\left(\mathcal{P}+h_{\mathcal{P}}, \chi+h_{\chi}, \eta+h_{\eta}, \mathcal{C}+h_{\mathcal{C}}\right) .
$$

Next, we denote by

$$
\begin{aligned}
(\bar{\varphi}, \bar{\mu}, \bar{\sigma}) & :=\mathcal{S}(\mathcal{P}, \chi, \eta, \mathcal{C}), \\
\left(\bar{\varphi}^{\mathbf{h}}, \mu^{\mathbf{h}}, \sigma^{\mathbf{h}}\right) & :=\mathcal{S}\left(\mathcal{P}^{\mathbf{h}}, \chi^{\mathbf{h}}, \eta^{\mathbf{h}}, \mathcal{C}^{\mathbf{h}}\right), \\
(\xi, \nu, \zeta) & :=\text { Solution to the linearised system associated to } \mathbf{h},
\end{aligned}
$$

and set

$$
\phi:=\bar{\varphi}^{\mathbf{h}}-\bar{\varphi}-\xi, \quad \rho:=\mu^{\mathbf{h}}-\bar{\mu}-\nu, \quad \omega:=\sigma^{\mathbf{h}}-\bar{\sigma}-\zeta .
$$

By comparing Theorem 4.5 with Theorem 6.4, we deduce that the triplet $(\phi, \rho, \omega)$ satisfies

$$
\phi \in H^{1}(0, T ; H) \cap L^{\infty}(0, T ; V), \quad \rho, \omega \in H^{1}\left(0, T ; V^{*}\right) \cap L^{2}(0, T ; V) .
$$

To prove the assertion, it is then enough to show that

$$
\frac{\left\|\mathcal{S}\left(\mathcal{P}^{\mathbf{h}}, \chi^{\mathbf{h}}, \eta^{\mathbf{h}}, \mathcal{C}^{\mathbf{h}}\right)-\mathcal{S}(\mathcal{P}, \chi, \eta, \mathcal{C})-(\xi, \nu, \zeta)\right\|_{\mathcal{X}}}{|\mathbf{h}|} \rightarrow 0 \quad \text { as }|\mathbf{h}| \rightarrow 0
$$

where $|\mathbf{h}|:=\left|\mathcal{P}^{\mathbf{h}}\right|+\left|\chi^{\mathbf{h}}\right|+\left|\eta^{\mathbf{h}}\right|+\left|\mathcal{C}^{\mathbf{h}}\right|$. By using the above notation, this amounts to show that

$$
\begin{equation*}
\frac{\|(\phi, \rho, \omega)\|_{\mathcal{X}}}{|\mathbf{h}|} \rightarrow 0 \quad \text { as }|\mathbf{h}| \rightarrow 0 \tag{6.11}
\end{equation*}
$$

so that it suffices to check that there exist two constants $C>0$ and $\gamma>1$, independent of $h$, such that

$$
\begin{equation*}
\|(\phi, \rho, \omega)\|_{\mathcal{X}} \leq C|\mathbf{h}|^{\gamma} . \tag{6.12}
\end{equation*}
$$

Taking the difference of the corresponding systems, we infer that the triplet $(\phi, \rho, \omega)$ solves the following system

$$
\begin{array}{ll}
\partial_{t}(\alpha \rho+\phi)-\Delta \rho=L_{\mathcal{P}} & \text { in } Q, \\
\rho=\beta \partial_{t} \phi+a \phi-J * \phi+F^{\prime \prime}(\bar{\varphi}) \phi+L_{\chi} & \text { in } Q, \\
\partial_{t} \omega-\Delta \omega+\mathcal{B} \omega+L_{\mathcal{C}}=L_{\eta} & \text { in } Q, \\
\eta \partial_{\mathbf{n}} \phi-\partial_{\mathbf{n}} \omega=\partial_{\mathbf{n}} \rho=0 & \text { on } \Sigma, \\
\phi(0)=\rho(0)=\omega(0)=0 & \text { in } \Omega, \tag{6.17}
\end{array}
$$

where

$$
\begin{aligned}
L_{\mathcal{P}}:= & \mathcal{P} f(\bar{\varphi}) \omega+\mathcal{P}\left(f\left(\bar{\varphi}^{\mathbf{h}}\right)-f(\bar{\varphi})\right)\left(\sigma^{\mathbf{h}}-\bar{\sigma}\right)+(\mathcal{P} \bar{\sigma}-\mathcal{A})\left(f\left(\bar{\varphi}^{\mathbf{h}}\right)-f(\bar{\varphi})-f^{\prime}(\bar{\varphi}) \xi\right) \\
& +h_{\mathcal{P}}\left[\left(f\left(\bar{\varphi}^{\mathbf{h}}\right)-f(\bar{\varphi})\right)\left(\sigma^{\mathbf{h}}-\bar{\sigma}\right)+\left(f\left(\bar{\varphi}^{\mathbf{h}}\right)-f(\bar{\varphi})\right) \bar{\sigma}+\left(\sigma^{\mathbf{h}}-\bar{\sigma}\right) f(\bar{\varphi})\right], \\
L_{\chi}:= & -\chi \omega-h \chi\left(\sigma^{\mathbf{h}}-\bar{\sigma}\right)+{F^{\prime}}^{\prime}\left(\bar{\varphi}^{\mathbf{h}}\right)-F^{\prime}(\bar{\varphi})-F^{\prime \prime}(\bar{\varphi})\left(\bar{\varphi}^{\mathbf{h}}-\bar{\varphi}\right), \\
L_{\eta}:= & -\eta \Delta \phi-h_{\eta} \Delta\left(\bar{\varphi}^{\mathbf{h}}-\bar{\varphi}\right), \\
L_{\mathcal{C}}:= & \mathcal{C} f(\bar{\varphi}) \omega+\mathcal{C}\left(f\left(\bar{\varphi}^{\mathbf{h}}\right)-f(\bar{\varphi})\right)\left(\sigma^{\mathbf{h}}-\bar{\sigma}\right)+\mathcal{C}\left(f\left(\bar{\varphi}^{\mathbf{h}}\right)-f(\bar{\varphi})-f^{\prime}(\bar{\varphi}) \xi\right) \bar{\sigma} \\
& +h_{\mathcal{C}}\left[\left(f\left(\bar{\varphi}^{\mathbf{h}}\right)-f(\bar{\varphi})\right)\left(\sigma^{\mathbf{h}}-\bar{\sigma}\right)+\left(f\left(\bar{\varphi}^{\mathbf{h}}\right)-f(\bar{\varphi})\right) \bar{\sigma}+\left(\sigma^{\mathbf{h}}-\bar{\sigma}\right) f(\bar{\varphi})\right] .
\end{aligned}
$$

As an easy consequence of Theorem 4.5 and Lemma 6.1, the following estimates hold:

$$
\begin{aligned}
& \|\bar{\varphi}\|_{W^{1, \infty}(0, T ; V) \cap H^{1}\left(0, T ; H^{2}(\Omega)\right)}+\|\eta \bar{\varphi}\|_{L^{2}(0, T ; W)}+\left\|\partial_{t} \bar{\varphi}\right\|_{L^{\infty}(Q)} \\
& \quad+\|\bar{\mu}\|_{H^{1}(0, T ; H) \cap L^{\infty}(0, T ; V) \cap L^{2}(0, T ; W) \cap L^{\infty}(Q)} \\
& \quad+\|\bar{\sigma}\|_{H^{1}(0, T ; H) \cap L^{\infty}(0, T ; V) \cap L^{2}(0, T ; W) \cap L^{\infty}(Q)} \leq K,
\end{aligned}
$$

and

$$
\begin{align*}
& \left\|\bar{\varphi}^{\mathbf{h}}-\bar{\varphi}\right\|_{W^{1, \infty}(0, T ; V) \cap H^{1}\left(0, T ; H^{2}(\Omega)\right)}+\left\|\mu^{\mathbf{h}}-\bar{\mu}\right\|_{H^{1}(0, T ; H) \cap L^{\infty}(0, T ; V) \cap L^{2}(0, T ; W)} \\
& \quad+\left\|\sigma^{\mathbf{h}}-\bar{\sigma}\right\|_{H^{1}(0, T ; H) \cap L^{\infty}(0, T ; V) \cap L^{2}(0, T ; W)} \leq K|\mathbf{h}| \tag{6.18}
\end{align*}
$$

### 6.1. Optimal Control Theory of the Nonlocal Relaxed Model

where the constant $K>0$ is independent of $\mathbf{h}$. In order to prove (6.11), we multiply (6.13) by $\rho$, (6.14) to which we add to both sides $\left(c_{a}+2\right) \phi$ by $-\partial_{t} \phi$, the gradient of (6.14) by $\nabla \phi$, and (6.15) by $\omega$. Using the same argument employed in (6.9)-(6.10) in the proof of the linearised system, we deduce that, upon integration over $Q_{t}$ and addition of the resulting equalities,

$$
\begin{align*}
& \frac{\alpha}{2}\|\rho(t)\|^{2}+\int_{Q_{t}}|\nabla \rho|^{2}+\beta \int_{Q_{t}}\left|\partial_{t} \phi\right|^{2}+\|\phi(t)\|^{2}+C_{0} \int_{Q_{t}}|\nabla \phi|^{2}+\frac{\beta}{2}\|\nabla \phi(t)\|^{2} \\
&+\frac{1}{2}\|\omega(t)\|^{2}+\mathcal{B} \int_{Q_{t}}|\omega|^{2}+\int_{Q_{t}}|\nabla \omega|^{2} \\
& \leq \int_{Q_{t}} L_{\mathcal{P}} \rho-\int_{Q_{t}} F^{\prime \prime}(\bar{\varphi}) \phi \partial_{t} \phi-\int_{Q_{t}} L \chi \partial_{t} \phi-\int_{Q_{t}}\left(c_{a}+2\right) \phi \partial_{t} \phi-\int_{Q_{t}} \nabla L \chi \cdot \nabla \phi \\
&-\int_{Q_{t}} \phi \nabla a \cdot \nabla \phi+\int_{Q_{t}}(\nabla J) * \phi \cdot \nabla \phi-\int_{Q_{t}} F^{(3)}(\bar{\varphi}) \phi \nabla \bar{\varphi} \cdot \nabla \phi \\
&+\int_{Q_{t}}\left(L_{\eta}-L_{\mathcal{C}}\right) \omega . \tag{6.19}
\end{align*}
$$

The second term on the right-hand side can be estimated by using the separation property and Young's inequality which lead to

$$
\int_{Q_{t}} F^{\prime \prime}(\bar{\varphi}) \phi \partial_{t} \phi \leq C \int_{Q_{t}}|\phi|\left|\partial_{t} \phi\right| \leq \delta \int_{Q_{t}}\left|\partial_{t} \phi\right|^{2}+C(\delta) \int_{Q_{t}}|\phi|^{2}
$$

for a positive constant $\delta$ yet to be chosen. Let us recall Taylor's formula with integral remainder for $f$, which is well-defined owing to the required regularity:

$$
\begin{equation*}
f\left(\bar{\varphi}^{\mathbf{h}}\right)-f(\bar{\varphi})-f^{\prime}(\bar{\varphi}) \xi=f^{\prime}(\bar{\varphi}) \phi+R_{f}^{\mathbf{h}}\left(\bar{\varphi}^{\mathbf{h}}-\bar{\varphi}\right)^{2} \tag{6.20}
\end{equation*}
$$

where the remainder $R_{f}^{\mathrm{h}}$ is defined as

$$
R_{f}^{\mathbf{h}}:=\int_{0}^{1} f^{\prime \prime}\left(\bar{\varphi}+s\left(\bar{\varphi}^{\mathbf{h}}-\bar{\varphi}\right)\right)(1-s) \mathrm{ds}
$$

and it is uniformly bounded due to D6. Using the Young and Hölder inequalities, the boundedness and the Lipschitz continuity of $f$ and $f^{\prime}$, the Taylor's formula (6.20), the
estimate (6.18), as well as the regularity of $\bar{\varphi}$ and $\bar{\sigma}$, we have

$$
\begin{aligned}
& \int_{Q_{t}} L_{\mathcal{P}} \rho-\int_{Q_{t}} L_{\mathcal{C}} \omega \\
& \leq \\
& \quad C \int_{Q_{t}}\left(|\omega|+\left|\bar{\varphi}^{\mathbf{h}}-\bar{\varphi}\right|\left|\sigma^{\mathbf{h}}-\bar{\sigma}\right|+|\phi|+\left|\bar{\varphi}^{\mathbf{h}}-\bar{\varphi}\right|^{2}\right)(|\rho|+|\omega|) \\
& \quad+C|\mathbf{h}| \int_{Q_{t}}\left(\left|\bar{\varphi}^{\mathbf{h}}-\bar{\varphi}\right|\left|\sigma^{\mathbf{h}}-\bar{\sigma}\right|+\left|\bar{\varphi}^{\mathbf{h}}-\bar{\varphi}\right|+\left|\sigma^{\mathbf{h}}-\bar{\sigma}\right|\right)(|\rho|+|\omega|) \\
& \leq \\
& \quad C \int_{Q_{t}}\left(|\omega|^{2}+|\rho|^{2}+|\phi|^{2}\right)+C \int_{0}^{t}\left\|\bar{\varphi}^{\mathbf{h}}-\bar{\varphi}\right\|_{4}^{2}(\|\rho\|+\|\omega\|) \\
& \quad+C(1+|\mathbf{h}|) \int_{0}^{t}\left\|\bar{\varphi}^{\mathbf{h}}-\bar{\varphi}\right\|_{4}\left\|\sigma^{\mathbf{h}}-\bar{\sigma}\right\|_{4}(\|\rho\|+\|\omega\|) \\
& \quad+C|\mathbf{h}| \int_{0}^{t}\left(\left\|\bar{\varphi}^{\mathbf{h}}-\bar{\varphi}\right\|+\left\|\sigma^{\mathbf{h}}-\bar{\sigma}\right\|\right)(\|\rho\|+\|\omega\|) \\
& \leq C \int_{Q_{t}}\left(|\omega|^{2}+|\rho|^{2}+|\phi|^{2}\right)+C\left(|\mathbf{h}|^{6}+|\mathbf{h}|^{4}\right) .
\end{aligned}
$$

Now, arguing again by Taylor's formula with integral remainder, we have that

$$
F^{\prime}\left(\bar{\varphi}^{\mathbf{h}}\right)-F^{\prime}(\bar{\varphi})-F^{\prime \prime}(\bar{\varphi})\left(\bar{\varphi}^{\mathbf{h}}-\bar{\varphi}\right)=R_{F^{\prime}}^{\mathbf{h}}\left(\bar{\varphi}^{\mathbf{h}}-\bar{\varphi}\right)^{2},
$$

with remainder

$$
R_{F^{\prime}}^{\mathbf{h}}:=\int_{0}^{1} F^{(3)}\left(\bar{\varphi}+s\left(\bar{\varphi}^{\mathbf{h}}-\bar{\varphi}\right)\right)(1-s) \mathrm{ds} .
$$

Besides, this latter is uniformly bounded by Corollary 6.2. Taking these remarks into account, we infer that

$$
\begin{aligned}
- & \int_{Q_{t}} L_{\chi} \partial_{t} \phi+\int_{Q_{t}} L_{\eta} \omega \\
\leq & C \int_{Q_{t}}|\omega|\left|\partial_{t} \phi\right|+C|\mathbf{h}| \int_{0}^{t}\left\|\sigma^{\mathbf{h}}-\bar{\sigma}\right\|\left\|\partial_{t} \phi\right\|+C \int_{Q_{t}}\left|\bar{\varphi}^{\mathbf{h}}-\bar{\varphi}\right|^{2}\left|\partial_{t} \phi\right| \\
& +C \int_{Q_{t}}|\nabla \phi||\nabla \omega|+C|\mathbf{h}| \int_{0}^{t}\left\|\Delta\left(\bar{\varphi}^{\mathbf{h}}-\bar{\varphi}\right)\right\|\|\omega\| \\
\leq & \delta \int_{Q_{t}}\left(\left|\partial_{t} \phi\right|^{2}+|\nabla \omega|^{2}\right) \\
& +C(\delta) \int_{Q_{t}}\left(|\omega|^{2}+|\mathbf{h}|^{2}\left|\sigma^{\mathbf{h}}-\bar{\sigma}\right|^{2}+\left|\bar{\varphi}^{\mathbf{h}}-\bar{\varphi}\right|^{4}+|\nabla \phi|^{2}+|\mathbf{h}|^{2}\left|\Delta\left(\bar{\varphi}^{\mathbf{h}}-\bar{\varphi}\right)\right|^{2}\right) \\
\leq & \delta \int_{Q_{t}}\left(\left|\partial_{t} \phi\right|^{2}+|\nabla \omega|^{2}\right)+C(\delta) \int_{Q_{t}}\left(|\omega|^{2}+|\nabla \phi|^{2}\right)+C(\delta)|\mathbf{h}|^{4} .
\end{aligned}
$$

### 6.1. Optimal Control Theory of the Nonlocal Relaxed Model

Furthermore, we have that

$$
\begin{aligned}
-\int_{Q_{t}} \nabla L_{\chi} \cdot \nabla \phi= & \chi \int_{Q_{t}} \nabla \omega \cdot \nabla \phi+h \chi \int_{Q_{t}} \nabla\left(\sigma^{\mathbf{h}}-\bar{\sigma}\right) \cdot \nabla \phi \\
& -\int_{Q_{t}} \nabla\left(F^{\prime}\left(\bar{\varphi}^{\mathbf{h}}\right)-F^{\prime}(\bar{\varphi})-F^{\prime \prime}(\bar{\varphi})\left(\bar{\varphi}^{\mathbf{h}}-\bar{\varphi}\right)\right) \cdot \nabla \phi,
\end{aligned}
$$

where, by the Young inequality,

$$
\begin{aligned}
& \chi \int_{Q_{t}} \nabla \omega \cdot \nabla \phi+h \chi \int_{Q_{t}} \nabla\left(\sigma^{\mathbf{h}}-\bar{\sigma}\right) \cdot \nabla \phi \\
& \quad \leq \delta \int_{Q_{t}}|\nabla \omega|^{2}+C(\delta) \int_{Q_{t}}\left(|\nabla \phi|^{2}+|\mathbf{h}|^{2}\left|\nabla\left(\sigma^{\mathbf{h}}-\bar{\sigma}\right)\right|^{2}\right) \\
& \quad \leq \delta \int_{Q_{t}}|\nabla \omega|^{2}+C(\delta) \int_{Q_{t}}|\nabla \phi|^{2}+C(\delta)|\mathbf{h}|^{4},
\end{aligned}
$$

and

$$
\begin{aligned}
\int_{Q_{t}} & \nabla\left(F^{\prime}\left(\bar{\varphi}^{\mathbf{h}}\right)-F^{\prime}(\bar{\varphi})-F^{\prime \prime}(\bar{\varphi})\left(\bar{\varphi}^{\mathbf{h}}-\bar{\varphi}\right)\right) \cdot \nabla \phi \\
= & \int_{Q_{t}}\left(F^{\prime \prime}\left(\bar{\varphi}^{\mathbf{h}}\right) \nabla \bar{\varphi}^{\mathbf{h}}-F^{\prime \prime}(\bar{\varphi}) \nabla \bar{\varphi}-F^{(3)}(\bar{\varphi}) \nabla \bar{\varphi}\left(\bar{\varphi}^{\mathbf{h}}-\bar{\varphi}\right)-F^{\prime \prime}(\bar{\varphi}) \nabla\left(\bar{\varphi}^{\mathbf{h}}-\bar{\varphi}\right)\right) \cdot \nabla \phi \\
= & \int_{Q_{t}}\left(F^{\prime \prime}\left(\bar{\varphi}^{\mathbf{h}}\right)-F^{\prime \prime}(\bar{\varphi})-F^{(3)}(\bar{\varphi})\left(\bar{\varphi}^{\mathbf{h}}-\bar{\varphi}\right)\right) \nabla \bar{\varphi} \cdot \nabla \phi \\
& +\int_{Q_{t}}\left(F^{\prime \prime}\left(\bar{\varphi}^{\mathbf{h}}\right)-F^{\prime \prime}(\bar{\varphi})\right) \nabla\left(\bar{\varphi}^{\mathbf{h}}-\bar{\varphi}\right) \cdot \nabla \phi
\end{aligned}
$$

Hence, using again the Taylor formula with integral remainder for $F^{\prime \prime}$, Corollary 6.2, and the estimate 6.18), it is straightforward to see that

$$
-\int_{Q_{t}} \nabla\left(F^{\prime}\left(\bar{\varphi}^{\mathbf{h}}\right)-F^{\prime}(\bar{\varphi})-F^{\prime \prime}(\bar{\varphi})\left(\bar{\varphi}^{\mathbf{h}}-\bar{\varphi}\right)\right) \cdot \nabla \phi \leq C \int_{Q_{t}}|\nabla \phi|^{2}+C|\mathbf{h}|^{4} .
$$

Finally, the last line of (6.19) can be bounded from above using the Hölder inequality, the continuous embedding $V \subset L^{4}(\Omega)$, and the regularity of $\bar{\varphi}$ as

$$
\begin{aligned}
& \frac{\beta}{2} \int_{Q_{t}}\left|\partial_{t} \phi\right|^{2}+C \int_{Q_{t}}|\phi|^{2}+C \int_{Q_{t}}\left(|\phi|^{2}+|\nabla \phi|^{2}\right)+C \int_{0}^{t}\|\nabla \bar{\varphi}\|_{4}^{2}\|\phi\|_{4}^{2} \\
& \quad \leq \frac{\beta}{2} \int_{Q_{t}}\left|\partial_{t} \phi\right|^{2}+C \int_{0}^{t}\|\phi\|_{V}^{2}
\end{aligned}
$$

Therefore, upon collecting the above estimates, picking $\delta$ small enough, and invoking Gronwall's lemma, we conclude the proof since (6.12) has been shown with $\gamma=2$.

### 6.1.4 Adjoint System

In order to study first-order necessary conditions for optimality for problem $(C P)_{\alpha, \beta}$, for a fixed admissible control $(\overline{\mathcal{P}}, \bar{\chi}, \bar{\eta}, \overline{\mathcal{C}}) \in \mathcal{U}_{\mathrm{ad}}$ with corresponding state $(\bar{\varphi}, \bar{\mu}, \bar{\sigma})$, we introduce and solve the auxiliary backward-in-time problem called adjoint system, in the new variables $(p, q, r)$. This system is formally obtained by taking the adjoint of the linearised system (6.4)-(6.8), and reads

$$
\begin{array}{ll}
-\partial_{t}(p+\beta q)+a q-J * q+\bar{\eta} \Delta r+F^{\prime \prime}(\bar{\varphi}) q & \\
\quad+\overline{\mathcal{C}} \bar{\sigma} f^{\prime}(\bar{\varphi}) r-(\overline{\mathcal{P}} \bar{\sigma}-\mathcal{A}) f^{\prime}(\bar{\varphi}) p=b_{1}\left(\bar{\varphi}-\varphi_{Q}\right) & \text { in } Q, \\
-\alpha \partial_{t} p-\Delta p-q=0 & \text { in } Q, \\
-\partial_{t} r-\Delta r+(\mathcal{B}+\overline{\mathcal{C}} f(\bar{\varphi})) r-\overline{\mathcal{P}} f(\bar{\varphi}) p-\bar{\chi} q=0 & \text { in } Q, \\
\partial_{\mathbf{n}} p=\partial_{\mathbf{n}} r=0 & \text { on } \Sigma, \\
\alpha p(T)=0, \quad(p+\beta q)(T)=b_{2}\left(\bar{\varphi}(T)-\varphi_{\Omega}\right), \quad r(T)=0 & \text { in } \Omega . \tag{6.25}
\end{array}
$$

Here is the corresponding well-posedness result.
Theorem 6.6 (Well-posedness of the adjoint system: $\alpha, \beta>0$ ). Assume B1-B7, D1D6, and let $(\overline{\mathcal{P}}, \bar{\chi}, \bar{\eta}, \overline{\mathcal{C}}) \in \mathcal{U}_{\mathrm{ad}}$ be an admissible control, with corresponding state $(\bar{\varphi}, \bar{\mu}, \bar{\sigma})$. Then, the adjoint system (6.21)-6.25) admits a unique solution ( $p, q, r$ ) such that

$$
\begin{aligned}
& p, r \in W^{1, \infty}(0, T ; H) \cap H^{1}(0, T ; V) \cap L^{\infty}(0, T ; W), \\
& \quad q \in H^{1}(0, T ; H) \cap L^{\infty}(0, T ; H) .
\end{aligned}
$$

Proof of Theorem 6.6. A rigorous proof has to be addressed within an approximation scheme. Anyhow, since the system is linear and the arguments are standard we just point out the formal a priori estimates, leaving the details to the reader.
First estimate: We multiply (6.21) by $q$, (6.22) by $-\partial_{t} p+p$, (6.23) to which we add to both sides the term $r$ by $-\partial_{t} r$ and 6.23 by $-\Delta r$. After integrating over $Q_{t}^{T}$ and adding the resulting equalities, we obtain

$$
\begin{aligned}
& \frac{\beta}{2}\|q(t)\|^{2}+C_{0} \int_{Q_{t}^{T}}|q|^{2}+\alpha \int_{Q_{t}^{T}}\left|\partial_{t} p\right|^{2}+\frac{\alpha}{2}\|p(t)\|^{2}+\frac{1}{2}\|\nabla p(t)\|^{2}+\int_{Q_{t}^{T}}|\nabla p|^{2} \\
& \quad+\frac{\mathcal{B}+1}{2}\|r(t)\|^{2}+\|\nabla r(t)\|^{2}+\mathcal{B} \int_{Q_{t}^{T}}|\nabla r|^{2}+\int_{Q_{t}^{T}}\left|\partial_{t} r\right|^{2}+\int_{Q_{t}^{T}}|\Delta r|^{2} \\
& \leq \frac{1}{2 \beta}\left\|b_{2}\left(\bar{\varphi}(T)-\varphi_{\Omega}\right)\right\|^{2}+\int_{Q_{t}^{T}} b_{1}\left(\bar{\varphi}-\varphi_{Q}\right) q-\int_{Q_{t}^{T}} \bar{\eta} \Delta r q+\int_{Q_{t}^{T}}(J * q) q \\
& \quad-\int_{Q_{t}^{T}} \overline{\mathcal{C}} \bar{\sigma} f^{\prime}(\bar{\varphi}) r q+\int_{Q_{t}^{T}}(\overline{\mathcal{P}} \bar{\sigma}-\mathcal{A}) f^{\prime}(\bar{\varphi}) p q+\int_{Q_{t}^{T}} q p \\
& \quad+\int_{Q_{t}^{T}} \overline{\mathcal{C}} f(\bar{\varphi}) r\left(\partial_{t} r+\Delta r\right)-\int_{Q_{t}^{T}} \mathcal{P} f(\bar{\varphi}) p\left(\partial_{t} r+\Delta r\right) \\
& \quad-\int_{Q_{t}^{T}} \bar{\chi} q\left(\partial_{t} r+\Delta r\right)-\int_{Q_{t}^{T}} r \partial_{t} r=: \mathbb{I}_{1}+\mathbb{I}_{2}+\mathbb{I}_{3}+\mathbb{I}_{4} .
\end{aligned}
$$

### 6.1. Optimal Control Theory of the Nonlocal Relaxed Model

By virtue of the regularity of $\bar{\sigma}$, the boundedness of $f$ and $f^{\prime}$ and Young's inequality, we easily infer that

$$
\begin{aligned}
\left|\mathbb{I}_{1}\right| & \leq \delta \int_{Q_{t}}|\Delta r|^{2}+C(\delta) \int_{Q_{t}^{T}}\left(|q|^{2}+1\right) \\
\left|\mathbb{I}_{2}\right|+\left|\mathbb{I}_{3}\right|+\left|\mathbb{I}_{4}\right| & \leq \delta \int_{Q_{t}^{T}}\left(\left|\partial_{t} r\right|^{2}+|\Delta r|^{2}\right)+C(\delta) \int_{Q_{t}^{T}}\left(|p|^{2}+|q|^{2}+|r|^{2}\right),
\end{aligned}
$$

for a positive constant $\delta$ yet to be chosen. Hence, we take $\delta$ small enough so that Gronwall's lemma along with elliptic regularity, produces

$$
\|p\|_{H^{1}(0, T ; H) \cap L^{\infty}(0, T ; V)}+\|q\|_{L^{\infty}(0, T ; H)}+\|r\|_{H^{1}(0, T ; H) \cap L^{\infty}(0, T ; V) \cap L^{2}(0, T ; W)} \leq C .
$$

Second estimate: A comparison argument in (6.22) easily produces an $L^{2}(0, T ; H)$ bound for $\Delta p$. Hence, using elliptic regularity theory we easily infer that

$$
\|p\|_{L^{2}(0, T ; W)} \leq C
$$

Third estimate: From the above estimate, a comparison argument in (6.21) leads us to obtain

$$
\left\|\partial_{t} q\right\|_{L^{2}(0, T ; H)} \leq C .
$$

Fourth estimate: Notice that (6.22) and (6.23) have a parabolic structure in $p$ and $r$ with zero final condition and source term bounded in $L^{\infty}(0, T ; H)$. Therefore, it easily follows from classical parabolic regularity theory that

$$
\|p\|_{W^{1, \infty}(0, T ; H) \cap H^{1}(0, T ; V) \cap L^{\infty}(0, T ; W)}+\|r\|_{W^{1, \infty}(0, T ; H) \cap H^{1}(0, T ; V) \cap L^{\infty}(0, T ; W)} \leq C .
$$

Arguing in a similar fashion as for the linearised system, due to the linearity of the adjoint system (6.21)-6.25) the uniqueness directly follows from the above estimates and the proof is concluded.

### 6.1.5 First-order Optimality Conditions

This section is devoted to the study of necessary conditions for optimality for the optmisation problem $(C P)_{\alpha, \beta}$. First of all, we employ a classical tool to derive first-order necessary conditions for $(C P)_{\alpha, \beta}$. In fact, provided that $\mathcal{J}$ is sufficiently smooth and recalling the structure of $\mathcal{U}_{\mathrm{ad}}$, a first-order necessary condition for $(\bar{P}, \bar{\chi}, \bar{\eta}, \bar{C}) \in \mathcal{U}_{\mathrm{ad}}$ to be optimal is to verify the following variational inequality

$$
\begin{equation*}
\left\langle D \mathcal{J}_{\mathrm{red}}(\bar{P}, \bar{\chi}, \bar{\eta}, \bar{C}),(\mathcal{P}, \chi, \eta, \mathcal{C})-(\bar{P}, \bar{\chi}, \bar{\eta}, \bar{C})\right\rangle \geq 0 \quad \forall(\mathcal{P}, \chi, \eta, \mathcal{C}) \in \mathcal{U}_{\mathrm{ad}} \tag{6.26}
\end{equation*}
$$

where $D \mathcal{J}_{\text {red }}$ denotes the Gâteaux derivative of the reduced cost functional defined as

$$
\mathcal{J}_{\mathrm{red}}(\mathcal{P}, \chi, \eta, \mathcal{C}):=\mathcal{J}\left(\mathcal{S}_{1}(\mathcal{P}, \chi, \eta, \mathcal{C}), \mathcal{P}, \chi, \eta, \mathcal{C}\right), \quad(\mathcal{P}, \chi, \eta, \mathcal{C}) \in \mathcal{U}_{\mathrm{ad}}
$$

Theorem6.5allows us to exploit this result to obtain an explicit expression in terms of the linearised variables.
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Theorem 6.7 (First-order necessary condition for optimality: $\alpha, \beta>0$ ). Assume B1B7 and D1-D6, and let $(\bar{P}, \bar{\chi}, \bar{\eta}, \bar{C})$ be an optimal control for problem $(C P)_{\alpha, \beta}$, with corresponding state $(\bar{\varphi}, \bar{\mu}, \bar{\sigma})$. Then, $(\bar{P}, \bar{\chi}, \bar{\eta}, \bar{C})$ necessarily satisfies

$$
\begin{align*}
& \int_{\Omega} b_{2}\left(\bar{\varphi}(T)-\varphi_{\Omega}\right) \xi(T)+\int_{Q} b_{1}\left(\bar{\varphi}-\varphi_{Q}\right) \xi+\alpha_{P}\left(\overline{\mathcal{P}}-\mathcal{P}_{*}\right)(\mathcal{P}-\overline{\mathcal{P}}) \\
& \quad+\alpha\left(\bar{\chi}-\chi_{*}\right)(\chi-\bar{\chi})+\alpha_{\eta}\left(\bar{\eta}-\eta_{*}\right)(\eta-\bar{\eta}) \\
& \quad+\alpha_{C}\left(\overline{\mathcal{C}}-\mathcal{C}_{*}\right)(\mathcal{C}-\overline{\mathcal{C}}) \geq 0 \quad \forall(\mathcal{P}, \chi, \eta, \mathcal{C}) \in \mathcal{U}_{\mathrm{ad}} \tag{6.27}
\end{align*}
$$

where $\xi$ is the first component of the unique solution $(\xi, \nu, \zeta)$ to the linearised system obtained by Theorem 6.4 associated to $\mathbf{h}=(\mathcal{P}-\overline{\mathcal{P}}, \chi-\bar{\chi}, \eta-\bar{\eta}, \mathcal{C}-\overline{\mathcal{C}})$.

Proof of Theorem 6.7. By Theorem 6.5 and the usual chain rule for Fréchet-differentiable functions, it follows immediately that the reduced cost functional $\mathcal{J}_{\text {red }}: \mathcal{U}_{\text {ad }} \rightarrow \mathbb{R}$ is Fréchet-differentiable at $(\bar{P}, \bar{\chi}, \bar{\eta}, \bar{C})$. Hence, the optimality of $(\bar{P}, \bar{\chi}, \bar{\eta}, \bar{C})$ yields directly (6.26), which in turn reads as 6.27.

The next step consists in simplifying the necessary conditions for the minimiser presented above, by using the adjoint system.
Theorem 6.8 (Final first-order necessary conditions for optimality: $\alpha, \beta>0$ ). Assume B1-B7 and D1-D6, let $(\overline{\mathcal{P}}, \bar{\chi}, \bar{\eta}, \overline{\mathcal{C}}) \in \mathcal{U}_{\mathrm{ad}}$ be an optimal control for $(C P)_{\alpha, \beta}$, and let $(\bar{\varphi}, \bar{\mu}, \bar{\sigma})$ and $(p, q, r)$ be the corresponding state and adjoint variables, respectively. Then, $(\bar{P}, \bar{\chi}, \bar{\eta}, \bar{C})$ necessarily verifies

$$
\begin{align*}
& \int_{Q}(\mathcal{P}-\overline{\mathcal{P}}) \bar{\sigma} f(\bar{\varphi}) p+\int_{Q}(\chi-\bar{\chi}) \bar{\sigma} q-\int_{Q}(\eta-\bar{\eta}) \Delta \bar{\varphi} r-\int_{Q}(\mathcal{C}-\overline{\mathcal{C}}) \bar{\sigma} f(\bar{\varphi}) r \\
& \quad+\alpha_{P}\left(\overline{\mathcal{P}}-\mathcal{P}_{*}\right)(\mathcal{P}-\overline{\mathcal{P}})+\alpha^{2}\left(\bar{\chi}-\chi_{*}\right)(\chi-\bar{\chi}) \\
& \quad+\alpha_{\eta}\left(\bar{\eta}-\eta_{*}\right)(\eta-\bar{\eta})+\alpha_{C}\left(\overline{\mathcal{C}}-\mathcal{C}_{*}\right)(\mathcal{C}-\overline{\mathcal{C}}) \geq 0 \quad \forall(\mathcal{P}, \chi, \eta, \mathcal{C}) \in \mathcal{U}_{\mathrm{ad}} . \tag{6.28}
\end{align*}
$$

Proof of Theorem 6.8 We note that (6.28) directly follows from 6.27), provided to show the identity

$$
\begin{align*}
& \int_{Q} b_{1}\left(\bar{\varphi}-\varphi_{Q}\right) \xi+\int_{\Omega} b_{2}\left(\bar{\varphi}(T)-\varphi_{\Omega}\right) \xi(T) \\
& \quad=\int_{Q} h_{\mathcal{P}} \bar{\sigma} f(\bar{\varphi}) p+\int_{Q} h_{\chi} \bar{\sigma} q-\int_{Q} h_{\eta} \Delta \bar{\varphi} r-\int_{Q} h_{\mathcal{C}} \bar{\sigma} f(\bar{\varphi}) r \tag{6.29}
\end{align*}
$$

with $\mathbf{h}=(\mathcal{P}-\overline{\mathcal{P}}, \chi-\bar{\chi}, \eta-\bar{\eta}, \mathcal{C}-\overline{\mathcal{C}})$. To this end, we multiply (6.4)-(6.6) by $p, q$, and $r$ in the order, integrate over $Q$, and sum the equalities to obtain

$$
\begin{aligned}
0= & \int_{Q} p\left[\partial_{t}(\alpha \nu+\xi)-\Delta \nu-(\overline{\mathcal{P}} \overline{\bar{\sigma}}-\mathcal{A}) f^{\prime}(\bar{\varphi}) \xi-\overline{\mathcal{P}} \zeta f(\bar{\varphi})-h_{\mathcal{P}} \bar{\sigma} f(\bar{\varphi})\right] \\
& +\int_{Q} q\left[-\nu+\beta \partial_{t} \xi+a \xi-J * \xi+F^{\prime \prime}(\bar{\varphi}) \xi-\bar{\chi} \zeta-h_{\chi} \bar{\sigma}\right] \\
& +\int_{Q} r\left[\partial_{t} \zeta-\Delta \zeta+\mathcal{B} \zeta+\overline{\mathcal{C}}\left(\zeta f(\bar{\varphi})+\bar{\sigma} f^{\prime}(\bar{\varphi}) \xi\right)+h_{\mathcal{C}} \bar{\sigma} f(\bar{\varphi})+\bar{\eta} \Delta \xi+h_{\eta} \Delta \bar{\varphi}\right] .
\end{aligned}
$$

The terms involving the time derivatives can be easily handled by integrating by parts and using the initial conditions (6.8) and the terminal conditions (6.25) to obtain that

$$
\begin{aligned}
& \int_{Q} p \partial_{t}(\alpha \nu+\xi)+\int_{Q} \beta q \partial_{t} \xi+\int_{Q} \partial_{t} \zeta r \\
& \quad=-\int_{Q} \alpha \partial_{t} p \nu-\int_{Q} \partial_{t} p \xi-\int_{Q} \beta \partial_{t} q \xi-\int_{Q} \partial_{t} r \zeta+\int_{\Omega}(p+\beta q)(T) \xi(T) \\
& \quad=-\int_{Q} \alpha \partial_{t} p \nu-\int_{Q} \partial_{t}(p+\beta q) \xi-\int_{Q} \partial_{t} r \zeta+\int_{\Omega} b_{2}\left(\bar{\varphi}(T)-\varphi_{\Omega}\right) \xi(T) .
\end{aligned}
$$

Moreover, integrating by parts and rearranging the terms we get

$$
\begin{aligned}
0= & \int_{Q} \xi\left[-\partial_{t}(p+\beta q)+a q-J * q+\bar{\eta} \Delta r+F^{\prime \prime}(\bar{\varphi}) q+\overline{\mathcal{C}} \bar{\sigma} f^{\prime}(\bar{\varphi}) r\right. \\
& \left.-(\overline{\mathcal{P}} \bar{\sigma}-\mathcal{A}) f^{\prime}(\bar{\varphi}) p\right] \\
& +\int_{Q} \nu\left[-\alpha \partial_{t} p-\Delta p-q\right] \\
& +\int_{Q} \zeta\left[-\partial_{t} r-\Delta r+(\mathcal{B}+\overline{\mathcal{C}} f(\bar{\varphi})) r-\overline{\mathcal{P}} f(\bar{\varphi}) p-\bar{\chi} q\right] \\
& -\int_{Q} h_{\mathcal{P}} \bar{\sigma} f(\bar{\varphi}) p-\int_{Q} h \chi \bar{\sigma} q+\int_{Q} h_{\eta} \Delta \bar{\varphi} r+\int_{Q} h_{\mathcal{C}} \bar{\sigma} f(\bar{\varphi}) r \\
& +\int_{\Omega} b_{2}\left(\bar{\varphi}(T)-\varphi_{\Omega}\right) \xi(T) .
\end{aligned}
$$

Hence, we recall the definition of the adjoint variables (6.21)-6.23) to realise that the most part of the above terms simplify and the remaining equality is 6.29), as we claimed.

### 6.2 Asymptotic Analysis

This second part of the chapter concerns the asymptotic behaviour of $(C P)_{\alpha, \beta}$ as $\alpha$ and/or $\beta$ approach zero in the state system above which is made possible by virtue of the asymptotic investigation performed in Chapter 4 , see Theorems 4.9, 4.12 and 4.15. Before moving on, let us point out an important fact concerning these results. Due to the nature of the identification problem, in the minimisation problem $(C P)_{\alpha, \beta}$ we consider as control variable the quadruplet $\left(\mathcal{P}_{\alpha, \beta}, \chi_{\alpha, \beta}, \eta_{\alpha, \beta}, \mathcal{C}_{\alpha, \beta}\right)$. This forces us to adjust the aforementioned theorems by including in the discussion the asymptotic behaviours of the controls ( $\mathcal{P}_{\alpha, \beta}, \chi_{\alpha, \beta}, \eta_{\alpha, \beta}, \mathcal{C}_{\alpha, \beta}$ ), which was fixed at the level of the asymptotic analysis results performed in Chapter 4. Thus, Theorems 4.9, 4.12 and 4.15 have to be straightforwardly modified by assuming that every solution triplet $\left(\varphi_{\alpha, \beta}, \mu_{\alpha, \beta}, \sigma_{\alpha, \beta}\right)$ is also referred to the associated parameters ( $\mathcal{P}_{\alpha, \beta}, \chi_{\alpha, \beta}, \eta_{\alpha, \beta}, \mathcal{C}_{\alpha, \beta}$ ), and that the set of parameters ( $\mathcal{P}_{\alpha, \beta}, \chi_{\alpha, \beta}, \eta_{\alpha, \beta}, \mathcal{C}_{\alpha, \beta}$ ) converges to the corresponding limit. For instance, concerning Theorem 4.9, in addition to (4.64), we assume that

$$
\left(\mathcal{P}_{\beta}, \chi_{\beta}, \eta_{\beta}, \mathcal{C}_{\beta}\right) \in \mathcal{U}_{\mathrm{ad}}, \quad \eta_{\beta}=0,
$$
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and that, as $\alpha \rightarrow 0$,

$$
\left(\mathcal{P}_{\alpha, \beta}, \chi_{\alpha, \beta}, \eta_{\alpha, \beta}, \mathcal{C}_{\alpha, \beta}\right) \rightarrow\left(\mathcal{P}_{\beta}, \chi_{\beta}, \eta_{\beta}, \mathcal{C}_{\beta}\right) .
$$

Theorems 4.12 and 4.15 can be extended analogously. Therefore, in what follows, when we will refer to those results, we tacitly assume that these minor corrections are in order.

Besides, we will employ the symbols $(C P)_{\alpha},(C P)_{\beta}$, and $(\overline{C P})$ to denote the corresponding optimal control problems in which $\beta=0, \alpha=0$ and $\alpha=\beta=0$ in the order. For instance, we have
$(C P)_{\beta} \quad$ Minimise $\mathcal{J}(\varphi, \mathcal{P}, \chi, \mathcal{C})$ subject to:
(i) $(\varphi, \mu, \sigma)$ yields a solution to (4.1)-(4.5) with $\alpha=0$ obtained from Theorem 4.9;
(ii) $(\mathcal{P}, \chi, \eta, \mathcal{C}) \in \mathcal{U}_{\mathrm{ad}}$.

The problems $(C P)_{\alpha}$ and $(\overline{C P})$ are defined analogously (cf. Theorems 4.12 and 4.15). Different requirements on the structural data are in order, depending on the asymptotic study under consideration. In particular, we aim at passing to the limit as $\alpha$ and $\beta$ to zero, both separately and jointly, in the optimality condition (6.28).

As the asymptotic analysis for the state system has already been addressed in Theorems 4.9. 4.12, and 4.15, the first novelty here consists in understanding the asymptotic behaviour of the adjoint system (6.21)-(6.25). In this direction, we show that the adjoint variables, depending on $\alpha, \beta>0$, converge in some topology. To this aim, we begin with obtaining some uniform estimates with respect to $\alpha$ and $\beta$ so to pass to the limit using classical weak and weak star compactness arguments.

The second step deals with the approximation of the optimal controls of $(C P)_{\alpha}$, $(C P)_{\beta},(\overline{C P})$ by means of sequences of optimal controls of $(C P)_{\alpha, \beta}$. A combination of these steps will allow us to rigorously pass to the limit in the optimality conditions (6.28), recovering thus the corresponding ones for $(C P)_{\alpha},(C P)_{\beta}$, and $(\overline{C P})$.

Despite part of the following results works also under more general assumptions on the potential (cf. Chapter 4), from now on we will assume that in addition to D2, the potential $F$ fulfils the following:

D7 There exist two positive constants $c_{F}$ and $C_{F}$ such that

$$
\left|F^{\prime \prime}(r)\right| \leq C_{F}\left(1+|r|^{2}\right), \quad F(r) \geq c_{F}|r|^{4}-C_{F} \quad \forall r \in \mathbb{R} .
$$

It is worth noting that these conditions are met by the classical regular potential (1.7), whereas prevent the singular choices (1.8) and (1.9) to be considered.

### 6.2.1 Uniform Estimates on the Adjoint Problem

Now, let us assume to be in the setting of either Theorem 4.9, 4.12, or 4.15. For every $\alpha \in\left(0, \alpha_{0}\right)$ and $\beta \in\left(0, \beta_{0}\right)$, let $\left(\mathcal{P}_{\alpha, \beta}, \chi_{\alpha, \beta}, \eta_{\alpha, \beta}, \mathcal{C}_{\alpha, \beta}\right) \in \mathcal{U}_{\mathrm{ad}}$ be an admissible control,
and let $\left(\bar{\varphi}_{\alpha, \beta}, \bar{\mu}_{\alpha, \beta}, \bar{\sigma}_{\alpha, \beta}\right)$ and ( $p_{\alpha, \beta}, q_{\alpha, \beta}, r_{\alpha, \beta}$ ) denote the unique solutions to the state system (4.1)-(4.5) and the adjoint system (6.21)-(6.25) with $\alpha, \beta>0$, respectively.

First of all, performing the same estimate as in the proof of Theorem 6.6, noting that $\left\{\bar{\varphi}_{\alpha, \beta}\right\}_{\alpha, \beta}$ is always bounded in $C^{0}([0, T] ; H)$ uniformly in both $\alpha$ and $\beta$ thanks to Theorems 4.9, 4.12 and 4.15, we have that

$$
\begin{align*}
& \frac{\beta}{2}\left\|q_{\alpha, \beta}(t)\right\|^{2}+C_{0} \int_{Q_{t}^{T}}\left|q_{\alpha, \beta}\right|^{2}+\alpha \int_{Q_{t}^{T}}\left|\partial_{t} p_{\alpha, \beta}\right|^{2}+\frac{\alpha}{2}\left\|p_{\alpha, \beta}(t)\right\|^{2}+\frac{1}{2}\left\|\nabla p_{\alpha, \beta}(t)\right\|^{2} \\
& \quad+\int_{Q_{t}^{T}}\left|\nabla p_{\alpha, \beta}\right|^{2}+\frac{\mathcal{B}+1}{2}\left\|r_{\alpha, \beta}(t)\right\|^{2}+\left\|\nabla r_{\alpha, \beta}(t)\right\|^{2} \\
& \quad+\mathcal{B} \int_{Q_{t}^{T}}\left|\nabla r_{\alpha, \beta}\right|^{2}+\int_{Q_{t}^{T}}\left|\partial_{t} r_{\alpha, \beta}\right|^{2}+\int_{Q_{t}^{T}}\left|\Delta r_{\alpha, \beta}\right|^{2} \\
& \leq C\left(\frac{b_{2}^{2}}{2 \beta}+1\right)+\delta \int_{Q_{t}^{T}}\left|q_{\alpha, \beta}\right|^{2}-\int_{Q_{t}^{T}} \eta_{\alpha, \beta} \Delta r_{\alpha, \beta} q_{\alpha, \beta} \\
& \quad+C(\delta) \int_{Q_{t}^{T}}\left(\left|\bar{\sigma}_{\alpha, \beta} p_{\alpha, \beta}\right|^{2}+\left|\bar{\sigma}_{\alpha, \beta} r_{\alpha, \beta}\right|^{2}\right)+\int_{Q_{t}^{T}}\left(J * q_{\alpha, \beta}\right) q_{\alpha, \beta} \\
& \quad+\delta^{\prime} \int_{Q_{t}^{T}}\left(\left|\partial_{t} r_{\alpha, \beta}\right|^{2}+\left|\Delta r_{\alpha, \beta}\right|^{2}\right)+C\left(\delta, \delta^{\prime}\right) \int_{Q_{t}^{T}}\left(\left|r_{\alpha, \beta}\right|^{2}+\left|p_{\alpha, \beta}\right|^{2}\right) \\
& \quad-\int_{Q_{t}^{T}} \chi_{\alpha, \beta} q_{\alpha, \beta}\left(\partial_{t} r_{\alpha, \beta}+\Delta r_{\alpha, \beta}\right), \tag{6.30}
\end{align*}
$$

where the constants $C, \delta, \delta^{\prime}, C(\delta)$, and $C\left(\delta, \delta^{\prime}\right)$ are independent of $\alpha$ and $\beta$. The Hölder inequality and the continuous inclusion $V \subset L^{4}(\Omega)$ yield also

$$
C(\delta) \int_{Q_{t}^{T}}\left(\left|\bar{\sigma}_{\alpha, \beta} p_{\alpha, \beta}\right|^{2}+\left|\bar{\sigma}_{\alpha, \beta} r_{\alpha, \beta}\right|^{2}\right) \leq C(\delta) \int_{t}^{T}\left\|\bar{\sigma}_{\alpha, \beta}\right\|_{V}^{2}\left(\left\|p_{\alpha, \beta}\right\|_{V}^{2}+\left\|r_{\alpha, \beta}\right\|_{V}^{2}\right)
$$

Secondly, by taking the mean value of (6.21) we have that

$$
\begin{aligned}
& -\partial_{t}\left(\left(p_{\alpha, \beta}\right)_{\Omega}+\beta\left(q_{\alpha, \beta}\right)_{\Omega}\right)+\left(F^{\prime \prime}\left(\bar{\varphi}_{\alpha, \beta}\right) q_{\alpha, \beta}\right)_{\Omega}+\mathcal{C}_{\alpha, \beta}\left(\bar{\sigma}_{\alpha, \beta} f^{\prime}\left(\bar{\varphi}_{\alpha, \beta}\right) r_{\alpha, \beta}\right)_{\Omega} \\
& \quad=\left(\left(\mathcal{P}_{\alpha, \beta} \bar{\sigma}_{\alpha, \beta}-\mathcal{A}\right) f^{\prime}\left(\bar{\varphi}_{\alpha, \beta}\right) p_{\alpha, \beta}\right) p_{\Omega}+b_{1}\left(\left(\bar{\varphi}_{\alpha, \beta}-\varphi_{Q}\right)\right)_{\Omega},
\end{aligned}
$$

so that, testing this latter by $\left(p_{\alpha, \beta}\right)_{\Omega}+\beta\left(q_{\alpha, \beta}\right)_{\Omega}$, we get

$$
\begin{align*}
& \frac{1}{2}\left|\left(p_{\alpha, \beta}(t)\right)_{\Omega}+\beta\left(q_{\alpha, \beta}(t)\right)_{\Omega}\right|^{2} \\
& \quad \leq \frac{b_{2}^{2}}{2}\left|\left(\bar{\varphi}_{\alpha, \beta}(T)-\varphi_{\Omega}\right)_{\Omega}\right|^{2}+\int_{t}^{T} b_{1}^{2}\left\|\bar{\varphi}_{\alpha, \beta}-\varphi_{Q}\right\|_{1}^{2} \\
& \quad+C(\delta) \int_{t}^{T}\left|\left(p_{\alpha, \beta}\right)_{\Omega}+\beta\left(q_{\alpha, \beta}\right)_{\Omega}\right|^{2}\left(1+\left\|F^{\prime \prime}\left(\bar{\varphi}_{\alpha, \beta}\right)\right\|^{2}\right) \\
& \quad+\delta \int_{t}^{T}\left\|q_{\alpha, \beta}\right\|^{2}+C \int_{t}^{T}\left(\left\|\bar{\sigma}_{\alpha, \beta} r_{\alpha, \beta}\right\|_{1}^{2}+\left\|\bar{\sigma}_{\alpha, \beta} p_{\alpha, \beta}\right\|_{1}^{2}+\left\|p_{\alpha, \beta}\right\|_{1}^{2}\right) \tag{6.31}
\end{align*}
$$
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where again the constant $C$ and $C(\delta)$ are independent of $\alpha$ and $\beta$. Now, since $\beta \leq 1$, by the Jensen inequality we have

$$
\frac{1}{8}\left|\left(p_{\alpha, \beta}(t)\right)_{\Omega}\right|^{2} \leq \frac{1}{4}\left|\left(p_{\alpha, \beta}(t)\right)_{\Omega}+\beta\left(q_{\alpha, \beta}(t)\right)_{\Omega}\right|^{2}+\frac{\beta}{4|\Omega|}\left\|q_{\alpha, \beta}(t)\right\|^{2},
$$

so that summing (6.30) and 6.31), using again the fact that $\left\{\bar{\varphi}_{\alpha, \beta}\right\}_{\alpha, \beta}$ is always bounded in $C^{0}([0, T] ; H)$ uniformly in both $\alpha$ and $\beta$, and rearranging the terms, by the PoincaréWirtinger inequality we infer that

$$
\begin{align*}
& \frac{\beta}{2}\left\|q_{\alpha, \beta}(t)\right\|^{2}+C_{0} \int_{Q_{t}^{T}}\left|q_{\alpha, \beta}\right|^{2}+\alpha \int_{Q_{t}^{T}}\left|\partial_{t} p_{\alpha, \beta}\right|^{2}+\frac{\alpha}{2}\left\|p_{\alpha, \beta}(t)\right\|^{2}+m\left\|p_{\alpha, \beta}(t)\right\|_{V}^{2} \\
& \quad+\int_{Q_{t}^{T}}\left|\nabla p_{\alpha, \beta}\right|^{2}+\frac{1}{2}\left\|r_{\alpha, \beta}(t)\right\|_{V}^{2}+\mathcal{B} \int_{Q_{t}^{T}}\left|\nabla r_{\alpha, \beta}\right|^{2}+\int_{Q_{t}^{T}}\left|\partial_{t} r_{\alpha, \beta}\right|^{2}+\int_{Q_{t}^{T}}\left|\Delta r_{\alpha, \beta}\right|^{2} \\
& \leq C\left(\frac{b_{2}^{2}}{2 \beta}+1\right)+\delta \int_{Q_{t}^{T}}\left|q_{\alpha, \beta}\right|^{2}+\delta^{\prime} \int_{Q_{t}^{T}}\left(\left|\partial_{t} r_{\alpha, \beta}\right|^{2}+\left|\Delta r_{\alpha, \beta}\right|^{2}\right)+\int_{Q_{t}^{T}}\left(J * q_{\alpha, \beta}\right) q_{\alpha, \beta} \\
& \quad+C\left(\delta, \delta^{\prime}\right) \int_{t}^{T}\left(\left\|r_{\alpha, \beta}\right\|^{2}+\left\|p_{\alpha, \beta}\right\|^{2}\right)+C(\delta) \int_{t}^{T}\left\|F^{\prime \prime}\left(\bar{\varphi}_{\alpha, \beta}\right)\right\|^{2}\left(\left\|p_{\alpha, \beta}\right\|^{2}+\beta\left\|q_{\alpha, \beta}\right\|^{2}\right) \\
& \quad+C(\delta) \int_{t}^{T}\left\|\bar{\sigma}_{\alpha, \beta}\right\|_{V}^{2}\left(\left\|p_{\alpha, \beta}\right\|_{V}^{2}+\left\|r_{\alpha, \beta}\right\|_{V}^{2}\right)-\int_{Q_{t}^{T}} \eta_{\alpha, \beta} \Delta r_{\alpha, \beta} q_{\alpha, \beta} \\
& \quad-\int_{Q_{t}^{T}} \chi_{\alpha, \beta} q_{\alpha, \beta}\left(\partial_{t} r_{\alpha, \beta}+\Delta r_{\alpha, \beta}\right), \tag{6.32}
\end{align*}
$$

where $\delta, \delta^{\prime}>0$ are arbitrary, and $m, C, C(\delta), C\left(\delta, \delta^{\prime}\right)>0$ are independent of $\alpha$ and $\beta$.

### 6.2.2 The Optimisation Problem $(C P)_{\alpha, \beta}$ as $\alpha \rightarrow 0$

Here, we solve $(C P)_{\beta}$ through an asymptotic approach by exploiting the proved results for $(C P)_{\alpha, \beta}$ by letting $\alpha \rightarrow 0$. Throughout the whole Section 6.2.2, we assume the following framework:

$$
\left.\beta \in\left(0, \beta_{0}\right) \text { fixed, } \quad \eta_{\max }=\alpha_{\eta}=0, \quad(4.64)-4.66\right),
$$

This means that we neglect the term in $\eta$ in the cost functional and in the state system, implying that all the admissible controls are in the form ( $\mathcal{P}, \chi, 0, \mathcal{C}$ ): with a slight abuse of notation, we look at $\mathcal{U}_{\mathrm{ad}}$ as a compact set in $\mathbb{R}^{3}$, and use the symbol $(\mathcal{P}, \chi, \mathcal{C})$ for the generic admissible control in $\mathcal{U}_{\mathrm{ad}}$.

The first result that we present concerns existence of optimal controls for $(C P)_{\beta}$.
Theorem 6.9. Assume B1-B7, D1-D7. Then, the optimisation problem $(C P)_{\beta}$ admits a solution.

Proof of Theorem 6.9 This result follows directly by adapting the direct method used in the proof of Theorem 6.3, taking into account the compactness of $\mathcal{U}_{\mathrm{ad}}$ and the convergence pointed out in Theorem 4.9.

After the existence is established, our main goal is to provide some necessary conditions for optimality by letting $\alpha \rightarrow 0$ in (6.28) written with the subscripts $\alpha, \beta$. Let then $\left(\bar{P}_{\beta}, \bar{\chi}_{\beta}, \bar{C}_{\beta}\right) \in \mathcal{U}_{\text {ad }}$ be an optimal control for problem $(C P)_{\beta}$, and let $\left(\bar{\varphi}_{\beta}, \bar{\mu}_{\beta}, \bar{\sigma}_{\beta}\right)$ be the corresponding state variables solving (4.1)-(4.5) with $\alpha=0$, in the sense of Theorem4.9. Formally we expect that, as $\alpha \rightarrow 0$, the optimality condition reads

$$
\begin{aligned}
& \int_{Q}\left(\mathcal{P}-\overline{\mathcal{P}}_{\beta}\right) \bar{\sigma}_{\beta} f\left(\bar{\varphi}_{\beta}\right) p_{\beta}-\int_{Q}\left(\chi-\bar{\chi}_{\beta}\right) \bar{\sigma}_{\beta} q_{\beta}-\int_{Q}\left(\mathcal{C}-\overline{\mathcal{C}}_{\beta}\right) \bar{\sigma}_{\beta} f\left(\bar{\varphi}_{\beta}\right) r_{\beta} \\
& \quad+\alpha_{P}\left(\overline{\mathcal{P}}_{\beta}-\mathcal{P}_{*}\right)\left(\mathcal{P}-\overline{\mathcal{P}}_{\beta}\right)+\alpha \chi\left(\bar{\chi}_{\beta}-\chi_{*}\right)\left(\chi-\bar{\chi}_{\beta}\right) \\
& \quad+\alpha_{C}\left(\overline{\mathcal{C}}_{\beta}-\mathcal{C}_{*}\right)\left(\mathcal{C}-\overline{\mathcal{C}}_{\beta}\right) \geq 0 \quad \forall(\mathcal{P}, \chi, \mathcal{C}) \in \mathcal{U}_{\mathrm{ad}},
\end{aligned}
$$

where $\left(p_{\beta}, q_{\beta}, r_{\beta}\right)$ stands for some adjoint variables solving (6.21)-(6.25) with $\alpha=$ 0 , whose meaning is yet to be defined. Unfortunately, the situation is slightly more delicate. In fact, even if we prove that the adjoint variables ( $p_{\alpha, \beta}, q_{\alpha, \beta}, r_{\alpha, \beta}$ ) converge to some limit $\left(p_{\beta}, q_{\beta}, r_{\beta}\right)$ in a suitable sense as $\alpha \rightarrow 0$, it is not obvious that every optimal control $\left(\bar{P}_{\beta}, \bar{\chi}_{\beta}, \bar{C}_{\beta}\right)$ can be recovered as the limit of a sequence of optimal controls $\left\{\left(\bar{P}_{\alpha, \beta}, \bar{\chi}_{\alpha, \beta}, \bar{C}_{\alpha, \beta}\right)\right\}_{\alpha}$ of $(C P)_{\alpha, \beta}$.

To overcome this issue, as did in the previous chapter, we follow the same line of argument of [11] (see also [137, 138, 140] in the context of tumor growth models) and introduce the adapted cost functional, depending on the fixed minimiser $\left(\bar{P}_{\beta}, \bar{\chi}_{\beta}, \bar{C}_{\beta}\right)$ of $(C P)_{\beta}$, which is defined as

$$
\mathcal{J}_{\mathrm{ad}}(\varphi, \mathcal{P}, \chi, \mathcal{C}):=\mathcal{J}(\varphi, \mathcal{P}, \chi, \mathcal{C})+\frac{1}{2}\left|\mathcal{P}-\overline{\mathcal{P}}_{\beta}\right|^{2}+\frac{1}{2}\left|\chi-\bar{\chi}_{\beta}\right|^{2}+\frac{1}{2}\left|\mathcal{C}-\overline{\mathcal{C}}_{\beta}\right|^{2}
$$

Keeping the optimal control $\left(\bar{P}_{\beta}, \bar{\chi}_{\beta}, \bar{C}_{\beta}\right)$ of $(C P)_{\beta}$ fixed, note that $\mathcal{J}_{\text {ad }} \equiv \mathcal{J}$ on the minimisers of $(C P)_{\beta}$. The main idea behind this local perturbation concerns the fact that for the associated optimal control problem, which will be referred to as adapted, we can obtain a compactness type property. Namely, we prove that every arbitrary minimiser $\left(\bar{P}_{\beta}, \bar{\chi}_{\beta}, \bar{C}_{\beta}\right)$ of $(C P)_{\beta}$ can be recovered as limit of a sequence of minimisers of $(C P)_{\alpha, \beta}^{\text {ad }}$, as $\alpha \rightarrow 0$. The just mentioned adapted optimal control problem associated with $\alpha, \beta$ reads as

$$
(C P)_{\alpha, \beta}^{\text {ad }} \quad \text { Minimise } \mathcal{J}_{\text {ad }}(\varphi, \mathcal{P}, \chi, \mathcal{C}) \text { subject to: }
$$

(i) $(\varphi, \mu, \sigma)$ yields a solution to (4.1)-(4.5) obtained from Theorem 4.5,
(ii) $(\mathcal{P}, \chi, \mathcal{C}) \in \mathcal{U}_{\text {ad }}$.

In a sense to be made rigorous later, we will prove that $(C P)_{\alpha, \beta}^{\mathrm{ad}} \searrow(C P)_{\beta}$ so that the passage to the limit as $\alpha \rightarrow 0$ in the variational inequality (6.28) can be rigorously performed producing in turn the optimality condition of $(C P)_{\beta}$. Since $(C P)_{\alpha, \beta}^{\text {ad }}$ fulfils the same assumptions of $(C P)_{\alpha, \beta}$, for what we already proved in Section 6.1 we readily infer the following.

Lemma 6.10. Assume B1-B7 and D1-D5. Then, for every $\alpha \in\left(0, \alpha_{0}\right)$ and for every optimal control $\left(\overline{\mathcal{P}}_{\beta}, \bar{\chi}_{\beta}, \overline{\mathcal{C}}_{\beta}\right) \in \mathcal{U}_{\mathrm{ad}}$ of $(C P)_{\beta}$, the optimisation problem $(C P)_{\alpha, \beta}^{\mathrm{ad}}$ admits a minimiser.

Lemma 6.11. Assume B1-B7 and D1-D6, and let $\left(\overline{\mathcal{P}}_{\beta}, \bar{\chi}_{\beta}, \overline{\mathcal{C}}_{\beta}\right) \in \mathcal{U}_{\mathrm{ad}}$ be an optimal control for $(C P)_{\beta}$. For every $\alpha \in\left(0, \alpha_{0}\right)$, if $\left(\overline{\mathcal{P}}_{\alpha, \beta}, \bar{\chi}_{\alpha, \beta}, \overline{\mathcal{C}}_{\alpha, \beta}\right) \in \mathcal{U}_{\mathrm{ad}}$ is an optimal control for $(C P)_{\alpha, \beta}^{\mathrm{ad}}$, then the following first-order necessary condition holds

$$
\begin{align*}
\int_{Q} & \left(\mathcal{P}-\overline{\mathcal{P}}_{\alpha, \beta}\right) \bar{\sigma}_{\alpha, \beta} f\left(\bar{\varphi}_{\alpha, \beta}\right) p_{\alpha, \beta}-\int_{Q}\left(\chi-\bar{\chi}_{\alpha, \beta}\right) \bar{\sigma}_{\alpha, \beta} q_{\alpha, \beta} \\
& -\int_{Q}\left(\mathcal{C}-\overline{\mathcal{C}}_{\alpha, \beta}\right) \bar{\sigma}_{\alpha, \beta} f\left(\bar{\varphi}_{\alpha, \beta}\right) r_{\alpha, \beta} \\
& +\left(\mathcal{P}-\overline{\mathcal{P}}_{\alpha, \beta}\right)\left(\alpha_{P}\left(\overline{\mathcal{P}}_{\alpha, \beta}-\mathcal{P}_{*}\right)+\left(\overline{\mathcal{P}}_{\alpha, \beta}-\overline{\mathcal{P}}_{\beta}\right)\right) \\
& +\left(\chi-\bar{\chi}_{\alpha, \beta}\right)\left(\alpha \chi\left(\bar{\chi}_{\alpha, \beta}-\chi_{*}\right)+\left(\bar{\chi}_{\alpha, \beta}-\bar{\chi}_{\beta}\right)\right) \\
& +\left(\mathcal{C}-\overline{\mathcal{C}}_{\alpha, \beta}\right)\left(\alpha_{C}\left(\overline{\mathcal{C}}_{\alpha, \beta}-\mathcal{C}_{*}\right)+\left(\overline{\mathcal{C}}_{\alpha, \beta}-\overline{\mathcal{C}}_{\beta}\right)\right) \geq 0 \quad \forall(\mathcal{P}, \chi, \mathcal{C}) \in \mathcal{U}_{\mathrm{ad}} \tag{6.34}
\end{align*}
$$

where $\left(\bar{\varphi}_{\alpha, \beta}, \bar{\mu}_{\alpha, \beta}, \bar{\sigma}_{\alpha, \beta}\right)$ and ( $p_{\alpha, \beta}, q_{\alpha, \beta}, r_{\alpha, \beta}$ ) denote the corresponding unique solutions to (4.1)-(4.5) and (6.21)-(6.25) with $\alpha, \beta>0$.

The sense in which the minimisers of $(C P)_{\alpha, \beta}^{\mathrm{ad}}$ approximate the ones of $(C P)_{\beta}$ as $\alpha \rightarrow 0$ is specified in the following theorem.

Theorem 6.12. Assume B1-B7, D1-D7. Let $\left(\bar{P}_{\beta}, \bar{\chi}_{\beta}, \bar{C}_{\beta}\right) \in \mathcal{U}_{\mathrm{ad}}$ be an optimal control for $(C P)_{\beta}$, with corresponding state $\left(\bar{\varphi}_{\beta}, \bar{\mu}_{\beta}, \bar{\sigma}_{\beta}\right)$. Then, for every family $\left\{\left(\overline{\mathcal{P}}_{\alpha, \beta}, \bar{\chi}_{\alpha, \beta}, \overline{\mathcal{C}}_{\alpha, \beta}\right)\right\}_{\alpha}$ of optimal controls for $(C P)_{\alpha, \beta}^{\mathrm{ad}}$, with corresponding states $\left\{\left(\bar{\varphi}_{\alpha, \beta}, \bar{\mu}_{\alpha, \beta}, \bar{\sigma}_{\alpha, \beta}\right)\right\}_{\alpha}$ it holds that, as $\alpha \rightarrow 0$,

$$
\begin{gather*}
\bar{\varphi}_{\alpha, \beta} \rightarrow \bar{\varphi}_{\beta} \quad \text { weakly star in } H^{1}(0, T ; H) \cap L^{\infty}(0, T ; V), \\
\quad \text { and strongly in } C^{0}([0, T] ; H),  \tag{6.35}\\
\overline{\mathcal{P}}_{\alpha, \beta} \rightarrow \overline{\mathcal{P}}_{\beta}, \quad \bar{\chi}_{\alpha, \beta} \rightarrow \bar{\chi}_{\beta}, \quad \overline{\mathcal{C}}_{\alpha, \beta} \rightarrow \overline{\mathcal{C}}_{\beta},  \tag{6.36}\\
\mathcal{J}_{\mathrm{ad}}\left(\bar{\varphi}_{\alpha, \beta}, \overline{\mathcal{P}}_{\alpha, \beta}, \bar{\chi}_{\alpha, \beta}, \overline{\mathcal{C}}_{\alpha, \beta}\right) \rightarrow \mathcal{J}\left(\bar{\varphi}_{\beta}, \overline{\mathcal{P}}_{\beta}, \bar{\chi}_{\beta}, \overline{\mathcal{C}}_{\beta}\right) . \tag{6.37}
\end{gather*}
$$

Proof of Theorem 6.12. Since $\mathcal{U}_{\mathrm{ad}}$ is a compact subset of $\mathbb{R}^{3}$, by virtue of (4.67)(4.69), (4.72)-(4.73), and the Bolzano-Weierstrass theorem, we infer the existence of limits $\hat{\varphi}, \hat{\mu}, \hat{\sigma}$, and $(\hat{\mathcal{P}}, \hat{\chi}, \hat{\mathcal{C}}) \in \mathcal{U}_{\text {ad }}$ such that, along a non-relabelled zero subsequence $\alpha_{k}$, as $k \rightarrow \infty$,

$$
\begin{array}{ll}
\bar{\varphi}_{\alpha_{k}, \beta} \rightarrow \hat{\varphi} \quad \text { weakly star in } H^{1}(0, T ; H) \cap L^{\infty}(0, T ; V), \\
& \quad \text { and strongly in } C^{0}([0, T] ; H), \\
\bar{\mu}_{\alpha_{k}, \beta} \rightarrow \hat{\mu} \quad & \text { weakly in } L^{2}(0, T ; V), \\
\bar{\sigma}_{\alpha_{k}, \beta} \rightarrow \hat{\sigma} \quad & \text { weakly star in } H^{1}\left(0, T ; V^{*}\right) \cap L^{2}(0, T ; V) \cap L^{\infty}(Q), \\
& \quad \text { and strongly in } C^{0}\left([0, T] ; V^{*}\right) \cap L^{2}(0, T ; H), \\
\overline{\mathcal{P}}_{\alpha_{k}, \beta} \rightarrow \hat{\mathcal{P}}, \quad \bar{\chi}_{\alpha_{k}, \beta} \rightarrow \hat{\chi}, \quad \overline{\mathcal{C}}_{\alpha_{k}, \beta} \rightarrow \hat{\mathcal{C}} .
\end{array}
$$

Arguing in a similar fashion as in Theorem 4.9, by employing the above uniform convergences, we can pass to the limit as $k \rightarrow \infty$ in the variational formulation of
(4.1)-(4.5) to infer that $\hat{\varphi}$ is actually the first component of the state system (4.1)(4.5) with $\alpha=0$ and parameters ( $\hat{\mathcal{P}}, \hat{\chi}, \hat{\mathcal{C}}$ ). Now, on the one hand the minimality of $\left(\overline{\mathcal{P}}_{\alpha_{k}, \beta}, \bar{\chi}_{\alpha_{k}, \beta}, \overline{\mathcal{C}}_{\alpha_{k}, \beta}\right)$ for $(C P)_{\alpha_{k}, \beta}^{\mathrm{ad}}$ entails that

$$
\mathcal{J}_{\mathrm{ad}}\left(\bar{\varphi}_{\alpha_{k}, \beta}, \overline{\mathcal{P}}_{\alpha_{k}, \beta}, \bar{\chi}_{\alpha_{k}, \beta}, \overline{\mathcal{C}}_{\alpha_{k}, \beta}\right) \leq \mathcal{J}_{\mathrm{ad}}\left(\bar{\varphi}_{\beta}, \overline{\mathcal{P}}_{\beta}, \bar{\chi}_{\beta}, \overline{\mathcal{C}}_{\beta}\right)=\mathcal{J}\left(\bar{\varphi}_{\beta}, \overline{\mathcal{P}}_{\beta}, \bar{\chi}_{\beta}, \overline{\mathcal{C}}_{\beta}\right),
$$

so that passing to the superior limit to both sides leads to

$$
\limsup _{k \rightarrow \infty} \mathcal{J}_{\mathrm{ad}}\left(\bar{\varphi}_{\alpha_{k}, \beta}, \overline{\mathcal{P}}_{\alpha_{k}, \beta}, \bar{\chi}_{\alpha_{k}, \beta}, \overline{\mathcal{C}}_{\alpha_{k}, \beta}\right) \leq \mathcal{J}\left(\bar{\varphi}_{\beta}, \overline{\mathcal{P}}_{\beta}, \bar{\chi}_{\beta}, \overline{\mathcal{C}}_{\beta}\right) .
$$

On the other hand, by the lower semincontinuity of $\mathcal{J}_{\text {ad }}$, we also have that

$$
\begin{aligned}
& \liminf _{k \rightarrow \infty} \mathcal{J}_{\mathrm{ad}}\left(\bar{\varphi}_{\alpha_{k}, \beta}, \overline{\mathcal{P}}_{\alpha_{k}, \beta}, \bar{\chi}_{\alpha_{k}, \beta}, \overline{\mathcal{C}}_{\alpha_{k}, \beta}\right) \geq \mathcal{J}_{\mathrm{ad}}(\hat{\varphi}, \hat{\mathcal{P}}, \hat{\chi}, \hat{\mathcal{C}}) \\
& \quad=\mathcal{J}(\hat{\varphi}, \hat{\mathcal{P}}, \hat{\chi}, \hat{\mathcal{C}})+\frac{1}{2}\left(\left|\hat{\mathcal{P}}-\overline{\mathcal{P}}_{\beta}\right|^{2}+\left|\hat{\chi}-\bar{\chi}_{\beta}\right|^{2}+\left|\hat{\mathcal{C}}-\overline{\mathcal{C}}_{\beta}\right|^{2}\right)
\end{aligned}
$$

Since $\hat{\varphi}$ is the first state component of the system with $\alpha=0$ and coefficients $(\hat{\mathcal{P}}, \hat{\chi}, \hat{\mathcal{C}})$, combining the above inequalities with the optimality of $\left(\bar{\varphi}_{\beta}, \overline{\mathcal{P}}_{\beta}, \bar{\chi}_{\beta}, \overline{\mathcal{C}}_{\beta}\right)$ for $(C P)_{\beta}$ yields directly

$$
\hat{\mathcal{P}}=\overline{\mathcal{P}}_{\beta}, \quad \hat{\chi}=\bar{\chi}_{\beta}, \quad \hat{\mathcal{C}}=\overline{\mathcal{C}}_{\beta},
$$

from which also $\hat{\varphi}=\bar{\varphi}_{\beta}$ by uniqueness of the state system (4.1)-(4.5) with $\alpha=0$. Also, we have the chain of equalities

$$
\begin{aligned}
& \lim _{k \rightarrow \infty} \mathcal{J}_{\mathrm{ad}}\left(\bar{\varphi}_{\alpha_{k}, \beta}, \overline{\mathcal{P}}_{\alpha_{k}, \beta}, \bar{\chi}_{\alpha_{k}, \beta}, \overline{\mathcal{C}}_{\alpha_{k}, \beta}\right)=\liminf _{k \rightarrow \infty} \mathcal{J}_{\mathrm{ad}}\left(\bar{\varphi}_{\alpha_{k}, \beta}, \overline{\mathcal{P}}_{\alpha_{k}, \beta}, \bar{\chi}_{\alpha_{k}, \beta}, \overline{\mathcal{C}}_{\alpha_{k}, \beta}\right) \\
& \quad=\limsup _{k \rightarrow \infty} \mathcal{J}_{\mathrm{ad}}\left(\bar{\varphi}_{\alpha_{k}, \beta}, \overline{\mathcal{P}}_{\alpha_{k}, \beta}, \bar{\chi}_{\alpha_{k}, \beta}, \overline{\mathcal{C}}_{\alpha_{k}, \beta}\right)=\mathcal{J}\left(\bar{\varphi}_{\beta}, \overline{\mathcal{P}}_{\beta}, \bar{\chi}_{\beta}, \overline{\mathcal{C}}_{\beta}\right) .
\end{aligned}
$$

As the same argument holds along every arbitrary subsequence $\left\{\alpha_{k}\right\}_{k}$, by uniqueness of the limits the convergences actually hold along the whole sequence $\alpha$, and the proof is concluded.

### 6.2.2.1 Letting $\alpha \rightarrow 0$ in the Adjoint System

This section is devoted to discuss and analyse the asymptotic behaviour of the adjoint system (6.21)-(6.25) as $\alpha \rightarrow 0$, which will be a key ingredient to derive the optimality conditions of $(C P)_{\beta}$. To begin with, let us state the established result.
Theorem 6.13. Assume B1-B7, D1-D7. Let $\left(\mathcal{P}_{\beta}, \chi_{\beta}, \mathcal{C}_{\beta}\right) \in \mathcal{U}_{\mathrm{ad}},\left\{\left(\mathcal{P}_{\alpha, \beta}, \chi_{\alpha, \beta}, \mathcal{C}_{\alpha, \beta}\right)\right\}_{\alpha}$ $\subset \mathcal{U}_{\mathrm{ad}}$ be such that $\left(\mathcal{P}_{\alpha, \beta}, \chi_{\alpha, \beta}, \mathcal{C}_{\alpha, \beta}\right) \rightarrow\left(\mathcal{P}_{\beta}, \chi_{\beta}, \mathcal{C}_{\beta}\right)$ as $\alpha \rightarrow 0$. Let $\left(\bar{\varphi}_{\beta}, \bar{\mu}_{\beta}, \bar{\sigma}_{\beta}\right)$ and ( $\bar{\varphi}_{\alpha, \beta}, \bar{\mu}_{\alpha, \beta}, \bar{\sigma}_{\alpha, \beta}$ ) be the unique solutions to the state system (4.1)-(4.5) in the cases $\alpha=0$ with coefficients $\left(\mathcal{P}_{\beta}, \chi_{\beta}, \mathcal{C}_{\beta}\right)$ and $\alpha \in\left(0, \alpha_{0}\right)$ with coefficients $\left(\mathcal{P}_{\alpha, \beta}, \chi_{\alpha, \beta}, \mathcal{C}_{\alpha, \beta}\right)$, as given by Theorems 4.9 and 4.5 respectively. Let also $\left(p_{\alpha, \beta}, q_{\alpha, \beta}, r_{\alpha, \beta}\right)$ be the unique solution to the adjoint system (6.21)-(6.25) with $\alpha \in\left(0, \alpha_{0}\right)$ and coefficients ( $\mathcal{P}_{\alpha, \beta}, \chi_{\alpha, \beta}, \mathcal{C}_{\alpha, \beta}$ ), as given by Theorem 6.6 Then, there exists a triplet $\left(p_{\beta}, q_{\beta}, r_{\beta}\right)$, with

$$
\begin{aligned}
p_{\beta} & \in L^{\infty}(0, T ; V) \cap L^{2}(0, T ; W), \\
q_{\beta} & \in L^{\infty}(0, T ; H), \\
p_{\beta}+\beta q_{\beta} & \in H^{1}\left(0, T ; V^{*}\right), \\
r_{\beta} & \in H^{1}(0, T ; H) \cap L^{\infty}(0, T ; V) \cap L^{2}(0, T ; W),
\end{aligned}
$$

such that, for every $\kappa \geq 1$ if $d=2$ and $1 \leq \kappa<6$ if $d=3$, as $\alpha \rightarrow 0$ it holds

$$
\begin{aligned}
p_{\alpha, \beta} \rightarrow p_{\beta} & \text { weakly star in } L^{\infty}(0, T ; V) \cap L^{2}(0, T ; W), \\
q_{\alpha, \beta} \rightarrow q_{\beta} & \text { weakly star in } L^{\infty}(0, T ; H), \\
r_{\alpha, \beta} \rightarrow r_{\beta} & \text { weakly star in } H^{1}(0, T ; H) \cap L^{\infty}(0, T ; V) \cap L^{2}(0, T ; W), \\
p_{\alpha, \beta}+\beta q_{\alpha, \beta} \rightarrow p_{\beta}+\beta q_{\beta} & \text { strongly in } C^{0}\left([0, T] ; L^{\kappa}(\Omega)\right) \cap L^{2}(0, T ; V), \\
\alpha p_{\alpha, \beta} \rightarrow 0 & \text { strongly in in } H^{1}\left(0, T ; V^{*}\right), \\
& \text { str,T; },
\end{aligned}
$$

Moreover, $\left(p_{\beta}, q_{\beta}, r_{\beta}\right)$ is the unique weak solution to the adjoint system (6.21)-6.25) with $\alpha=0$ and coefficients $\left(\mathcal{P}_{\beta}, \chi_{\beta}, \mathcal{C}_{\beta}\right)$, in the sense that

$$
\begin{aligned}
& -\left\langle\partial_{t}\left(p_{\beta}+\beta q_{\beta}\right), v\right\rangle_{V}+\int_{\Omega}\left(a q_{\beta}-J * q_{\beta}\right) v+\int_{\Omega} F^{\prime \prime}\left(\bar{\varphi}_{\beta}\right) q_{\beta} v \\
& \quad+\int_{\Omega} \mathcal{C}_{\beta} \bar{\sigma}_{\beta} f^{\prime}\left(\bar{\varphi}_{\beta}\right) r_{\beta} v-\int_{\Omega} \mathcal{P}_{\beta} \bar{\sigma}_{\beta} f^{\prime}\left(\bar{\varphi}_{\beta}\right) p_{\beta} v=\int_{\Omega} b_{1}\left(\bar{\varphi}_{\beta}-\varphi_{Q}\right) v \\
& \int_{\Omega} \nabla p_{\beta} \cdot \nabla v-\int_{\Omega} q_{\beta} v=0 \\
& -\int_{\Omega} \partial_{t} r_{\beta} v+\int_{\Omega} \nabla r_{\beta} \cdot \nabla v+\int_{\Omega} \mathcal{C}_{\beta} f\left(\bar{\varphi}_{\beta}\right) r_{\beta} v-\int_{\Omega} \mathcal{P}_{\beta} f\left(\bar{\varphi}_{\beta}\right) p_{\beta} v-\int_{\Omega} \chi_{\beta} q_{\beta} v=0
\end{aligned}
$$

for every $v \in V$, almost everywhere in ( $0, T$ ), and

$$
\left(p_{\beta}+\beta q_{\beta}\right)(T)=b_{2}\left(\bar{\varphi}_{\beta}(T)-\varphi_{\Omega}\right), \quad r_{\beta}(T)=0
$$

Proof of Theorem 6.13. We use the estimate (6.32). First of all, by D7 and Theorem 4.9, we have that $\left\{F^{\prime \prime}\left(\bar{\varphi}_{\alpha, \beta}\right)\right\}_{\alpha}$ is uniformly bounded in $L^{\infty}\left(0, T ; L^{3}(\Omega)\right)$ and $\left\{\bar{\sigma}_{\alpha, \beta}\right\}_{\alpha}$ is uniformly bounded in $L^{2}(0, T ; V)$ : hence, recalling that $\beta$ is fixed and $\eta=0$, by the Gronwall lemma along with elliptic regularity theory, there exists a positive constant $C_{\beta}$, which may depend on $\beta$ but is independent of $\alpha$, such that

$$
\begin{gathered}
\alpha^{1 / 2}\left\|p_{\alpha, \beta}\right\|_{H^{1}(0, T ; H)}+\left\|p_{\alpha, \beta}\right\|_{L^{\infty}(0, T ; V)}+\left\|q_{\alpha, \beta}\right\|_{L^{\infty}(0, T ; H)} \\
+\left\|r_{\alpha, \beta}\right\|_{H^{1}(0, T ; H) \cap L^{\infty}(0, T ; V) \cap L^{2}(0, T ; W)} \leq C_{\beta} .
\end{gathered}
$$

In particular, by the Hölder inequality it follows that

$$
\left\|F^{\prime \prime}\left(\bar{\varphi}_{\alpha, \beta}\right) q_{\alpha, \beta}\right\|_{L^{\infty}\left(0, T ; L^{6 / 5}(\Omega)\right)} \leq C_{\beta} .
$$

Secondly, elliptic regularity theory and equation (6.22) entail that

$$
\left\|p_{\alpha, \beta}\right\|_{L^{2}(0, T ; W)} \leq C_{\beta}
$$

Moreover, since $L^{6 / 5}(\Omega) \subset V^{*}$, a comparison argument in (6.21) yields, by the boundedness of $\left\{\bar{\sigma}_{\alpha, \beta}\right\}_{\alpha}$ in $L^{\infty}(Q)$ and the estimates above, that

$$
\left\|p_{\alpha, \beta}+\beta q_{\alpha, \beta}\right\|_{H^{1}\left(0, T ; V^{*}\right)} \leq C_{\beta} .
$$

Banach-Alaoglu theorem and classical compact embedding results (see, e.g., [141]) allow us to obtain from the above a priori estimates the existence of functions ( $p_{\beta}, q_{\beta}, r_{\beta}$ ) such that as $\alpha \rightarrow 0$ it holds, for every $\kappa \geq 1$ if $d=2$ and $1 \leq \kappa<6$ if $d=3$, and along a non-relabelled subsequence,

$$
\begin{aligned}
p_{\alpha, \beta} \rightarrow p_{\beta} & \text { weakly star in } L^{\infty}(0, T ; V) \cap L^{2}(0, T ; W), \\
q_{\alpha, \beta} \rightarrow q_{\beta} & \text { weakly star in } L^{\infty}(0, T ; H), \\
r_{\alpha, \beta} \rightarrow r_{\beta} & \text { weakly star in } H^{1}(0, T ; H) \cap L^{\infty}(0, T ; V) \cap L^{2}(0, T ; W), \\
& \quad \text { strongly in } C^{0}\left([0, T] ; L^{\kappa}(\Omega)\right) \cap L^{2}(0, T ; V), \\
p_{\alpha, \beta}+\beta q_{\alpha, \beta} \rightarrow p_{\beta}+\beta q_{\beta} & \text { weakly in } H^{1}\left(0, T ; V^{*}\right), \\
\alpha p_{\alpha, \beta} \rightarrow 0 & \text { strongly in } H^{1}(0, T ; H) \cap L^{\infty}(0, T ; V) \cap L^{2}(0, T ; W) .
\end{aligned}
$$

We claim that these limit variables yield a weak solution to the adjoint system (6.21)(6.25) in which we formally set $\alpha=0$. In this direction, we just need to justify the passage to the limit as $\alpha \rightarrow 0$ in the variational formulation for system (6.21)-(6.25) written for the triplet $\left(p_{\alpha, \beta}, q_{\alpha, \beta}, r_{\alpha, \beta}\right)$, which reads

$$
\begin{align*}
& -\int_{\Omega} \partial_{t}\left(p_{\alpha, \beta}+\beta q_{\alpha, \beta}\right) v+\int_{\Omega}\left(a q_{\alpha, \beta}-J * q_{\alpha, \beta}\right) v+\int_{\Omega} F^{\prime \prime}\left(\bar{\varphi}_{\alpha, \beta}\right) q_{\alpha, \beta} v \\
& \quad+\int_{\Omega} \mathcal{C}_{\alpha, \beta} \bar{\sigma}_{\alpha, \beta} f^{\prime}\left(\bar{\varphi}_{\alpha, \beta}\right) r_{\alpha, \beta} v-\int_{\Omega} \mathcal{P}_{\alpha, \beta} \bar{\sigma}_{\alpha, \beta} f^{\prime}\left(\bar{\varphi}_{\alpha, \beta}\right) p_{\alpha, \beta} v \\
& \quad=\int_{\Omega} b_{1}\left(\bar{\varphi}_{\alpha, \beta}-\varphi_{Q}\right) v,  \tag{6.38}\\
& -  \tag{6.39}\\
& -\int_{\Omega} \alpha \partial_{t} p_{\alpha, \beta} w+\int_{\Omega} \nabla p_{\alpha, \beta} \cdot \nabla w-\int_{\Omega} q_{\alpha, \beta} w=0, \\
& -  \tag{6.40}\\
& \quad \int_{\Omega} \partial_{t} r_{\alpha, \beta} z+\int_{\Omega} \nabla r_{\alpha, \beta} \cdot \nabla z+\int_{\Omega} \mathcal{C}_{\alpha, \beta} f\left(\bar{\varphi}_{\alpha, \beta}\right) r_{\alpha, \beta} z-\int_{\Omega} \mathcal{P}_{\alpha, \beta} f\left(\bar{\varphi}_{\alpha, \beta}\right) p_{\alpha, \beta} z \\
& \quad-\chi_{\alpha, \beta} q_{\alpha, \beta} z=0,
\end{align*}
$$

for every $v, w, z \in V$ and almost every $t \in(0, T)$ and also in the terminal conditions

$$
\begin{equation*}
\alpha p_{\alpha, \beta}(T)=0, \quad\left(p_{\alpha, \beta}+\beta q_{\alpha, \beta}\right)(T)=b_{2}\left(\bar{\varphi}_{\alpha, \beta}(T)-\varphi_{\Omega}\right), \quad r_{\alpha, \beta}(T)=0 \tag{6.41}
\end{equation*}
$$

It is worth noting that since $\alpha>0$ the second condition of (6.41) reduces to $\beta q_{\alpha, \beta}(T)=$ $b_{2}\left(\bar{\varphi}_{\alpha, \beta}(T)-\varphi_{\Omega}\right)$. Moreover, from the convergences (4.72)-(4.73), we also have that, possibly after another extraction,

$$
\begin{align*}
& \bar{\varphi}_{\alpha, \beta} \rightarrow \bar{\varphi}_{\beta} \quad \text { strongly in } C^{0}\left([0, T] ; L^{\kappa}(\Omega)\right), \text { and } a . e . \text { in } Q,  \tag{6.42}\\
& \bar{\sigma}_{\alpha, \beta} \rightarrow \bar{\sigma}_{\beta} \quad \text { strongly in } C^{0}\left([0, T] ; V^{*}\right) \cap L^{2}\left(0, T ; L^{\kappa}(\Omega)\right), \tag{6.43}
\end{align*}
$$

for every $\kappa \geq 1$ if $d=2$ and $1 \leq \kappa<6$ if $d=3$. Therefore, most part of the above limits are easy consequence of (4.72)-(4.73), the above estimates and Lebesgue's dominated convergence theorem as well. For instance, due to the boundedness and continuity of $f^{\prime}$ we have, e.g., that $f^{\prime}\left(\bar{\varphi}_{\alpha, \beta}\right) \rightarrow f^{\prime}\left(\bar{\varphi}_{\beta}\right)$ a.e. in $Q$ so that we easily infer
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that

$$
\int_{\Omega} \mathcal{C}_{\alpha, \beta} \bar{\sigma}_{\alpha, \beta} f^{\prime}\left(\bar{\varphi}_{\alpha, \beta}\right) r_{\alpha, \beta} v \rightarrow \int_{\Omega} \mathcal{C}_{\beta} \bar{\sigma}_{\beta} f^{\prime}\left(\bar{\varphi}_{\beta}\right) r_{\beta} v \quad \text { for every } v \in V,
$$

and the other terms can be handled in a similar fashion. The only term which has to be treated differently is the one involving the potential. It can be dealt with invoking the almost everywhere convergence (6.42), the weak star convergence (4.67), the continuous embedding $V \subset L^{6}(\Omega)$, and the Severini-Egorov theorem. In fact, these properties imply in particular that, as $\alpha \rightarrow 0$,

$$
F^{\prime \prime}\left(\bar{\varphi}_{\alpha, \beta}\right) \rightarrow F^{\prime \prime}\left(\bar{\varphi}_{\beta}\right) \quad \text { strongly in } L^{\kappa}(Q) \quad \text { for all } \kappa \in[1,3)
$$

so that from the weak-strong convergence principle, we get

$$
F^{\prime \prime}\left(\bar{\varphi}_{\alpha, \beta}\right) q_{\alpha, \beta} \rightarrow F^{\prime \prime}\left(\bar{\varphi}_{\beta}\right) q_{\beta} \quad \text { weakly in } L^{2}\left(0, T ; L^{\gamma}(\Omega)\right) \text { for all } \gamma \in[1,6 / 5) .
$$

It follows then that

$$
\int_{\Omega} F^{\prime \prime}\left(\bar{\varphi}_{\alpha, \beta}\right) q_{\alpha, \beta} v \rightarrow \int_{\Omega} F^{\prime \prime}\left(\bar{\varphi}_{\beta}\right) q_{\beta} v \quad \forall v \in W .
$$

This is enough to pass to the limit in the variational formulation (6.38)-(6.40) as $\alpha \rightarrow 0$ for every $v \in W, w, z \in V$, and to obtain the required terminal conditions. Since at the limit $F^{\prime \prime}\left(\bar{\varphi}_{\beta}\right) q_{\beta} \in L^{\infty}\left(0, T ; L^{6 / 5}(\Omega)\right)$, by the density of $W$ in $V$ the variational formulation holds also for all $v \in V$. Thus, we realise that the limit variables obtained above yield a weak solution to (6.21)-(6.25) in which $\alpha$ is set to zero.

By linearity and the estimate (6.32), we deduce that $\left(p_{\beta}, q_{\beta}, r_{\beta}\right)$ is the unique weak solution to (6.21) $-(6.25)$ with $\alpha=0$, hence also that the convergences above hold along the entire sequence $\alpha \rightarrow 0$, and the proof is concluded.

### 6.2.2.2 Letting $\alpha \rightarrow 0$ in the Optimality Condition

In this last step, we draw some consequences from the approximation of controls presented in Theorem 6.12 and Subsection 6.2.2.1 by passing to the limit in the variational inequality (6.34) as $\alpha \rightarrow 0$. This allows us to prove the optimality conditions of $(C P)_{\beta}$ as follows:

Theorem 6.14. Assume B1-B7, D1-D7. Then, every optimal control $\left(\overline{\mathcal{P}}_{\beta}, \bar{\chi}_{\beta}, \overline{\mathcal{C}}_{\beta}\right)$ of $(C P)_{\beta}$ necessarily verifies

$$
\begin{aligned}
& \int_{Q}\left(\mathcal{P}-\overline{\mathcal{P}}_{\beta}\right) \bar{\sigma}_{\beta} f\left(\bar{\varphi}_{\beta}\right) p_{\beta}-\int_{Q}\left(\chi-\bar{\chi}_{\beta}\right) \bar{\sigma}_{\beta} q_{\beta}-\int_{Q}\left(\mathcal{C}-\overline{\mathcal{C}}_{\beta}\right) \bar{\sigma}_{\beta} f\left(\bar{\varphi}_{\beta}\right) r_{\beta} \\
& \quad+\alpha_{P}\left(\overline{\mathcal{P}}_{\beta}-\mathcal{P}_{*}\right)\left(\mathcal{P}-\overline{\mathcal{P}}_{\beta}\right)+\alpha \chi\left(\bar{\chi}_{\beta}-\chi_{*}\right)\left(\chi-\bar{\chi}_{\beta}\right) \\
& \quad+\alpha_{C}\left(\overline{\mathcal{C}}_{\beta}-\mathcal{C}_{*}\right)\left(\mathcal{C}-\overline{\mathcal{C}}_{\beta}\right) \geq 0 \quad \forall(\mathcal{P}, \chi, \mathcal{C}) \in \mathcal{U}_{\mathrm{ad}},
\end{aligned}
$$

where $\left(\bar{\varphi}_{\beta}, \bar{\mu}_{\beta}, \bar{\sigma}_{\beta}\right)$ and $\left(p_{\beta}, q_{\beta}, r_{\beta}\right)$ are the unique solutions to (4.1)-(4.5) and (6.21)(6.25) with $\alpha=0$ in the sense of Theorems 4.9 and 6.13 respectively.

Proof of Theorem 6.14 Let $\left\{\left(\overline{\mathcal{P}}_{\alpha, \beta}, \bar{\chi}_{\alpha, \beta}, \overline{\mathcal{C}}_{\alpha, \beta}\right)\right\}_{\alpha}$ be an approximating sequence of minimisers for $(C P)_{\alpha, \beta}^{\text {ad }}$, as given by Lemma 6.10. Then, by Lemma 6.11 the corresponding states $\left\{\left(\bar{\varphi}_{\alpha, \beta}, \bar{\mu}_{\alpha, \beta}, \bar{\sigma}_{\alpha, \beta}\right)\right\}_{\alpha}$ and adjoint variables $\left\{\left(p_{\alpha, \beta}, q_{\alpha, \beta}, r_{\alpha, \beta}\right)\right\}_{\alpha}$ satisfy (6.34). By the convergences in Theorems 4.9, 6.12, and 6.13, the thesis follows letting $\alpha \rightarrow 0$ in (6.34) using the dominated convergence theorem.

### 6.2.3 The Optimisation Problem $(C P)_{\alpha, \beta}$ as $\beta \rightarrow 0$

In this section, we continue the asymptotic analysis of the optimisation problem $(C P)_{\alpha, \beta}$, focusing on the case $\beta \rightarrow 0$, and keeping $\alpha$ fixed instead. Namely, throughout the whole Section 6.2.3 we assume the following framework:

$$
\begin{aligned}
& \alpha \in\left(0, \alpha_{0}\right), \quad b_{2}=0, \quad, 4.90-(4.92 \\
& \chi_{\max }<\sqrt{c_{a}}, \quad\left(\chi_{\max }+\eta_{\max }+4 c_{a} \chi_{\max }\right)^{2}<8 c_{a} C_{0}, \quad \eta_{\max }^{2}+\chi_{\max }^{2}<\frac{4}{9} C_{0} .
\end{aligned}
$$

It is worth underlying that, from (6.25), it is clear that the compatibility condition $b_{2}=0$ has to be imposed in the scenario $\alpha>0$ and $\beta=0$.

Existence of optimal controls for $(C P)_{\alpha}$ is given in the following result.
Theorem 6.15. Assume A1-A7 and C1-C3. Then, the optimisation problem $(C P)_{\alpha}$ admits a solution.

Proof of Theorem 6.15. This result follows directly by adapting the direct method used in the proof of Theorem 6.3, taking into account the compactness of $\mathcal{U}_{\mathrm{ad}}$ and the convergence presented in Theorem 4.12.

The main goal is to obtain now necessary conditions for optimality of $(C P)_{\alpha}$. The idea is to proceed on the same line of Section 6.2.2, by passing to the limit as $\beta \rightarrow 0$ in the adjoint problem and in the first-order conditions for optimality for the adapted optimisation problem $(C P)_{\alpha, \beta}^{\mathrm{ad}}$. The main difference with respect to the case $\alpha \rightarrow 0$ is that the state system (4.1)-(4.5) with $\beta=0$ does not have a unique solution, as stated in Theorem 4.12. Notice that also uniqueness has been established in Theorem 4.13 as a consequence of a suitable error estimate between the solutions to the $\alpha, \beta$ and $\alpha$ problems. However, that result oblige us to assume $\eta=0$. This means that under no additional requirements on the data (in particular, if $\eta_{\max }>0$ ), the control-to-state operator $\mathcal{S}$ is not even well-defined when $\beta=0$. The main problem is that, despite Theorem 4.12, for a given minimiser $\left(\varphi_{\alpha}, \mathcal{P}_{\alpha}, \chi_{\alpha}, \eta_{\alpha}, \mathcal{C}_{\alpha}\right)$ of $(C P)_{\alpha}$, it is not necessarily true that the corresponding state $\varphi_{\alpha}$ can be approximated by some corresponding state solutions $\left\{\varphi_{\alpha, \beta}\right\}_{\beta}$ of the state system with $\alpha, \beta>0$ as $\beta \rightarrow 0$. For this reason, it is important that the adapted cost functional is modified accordingly, accounting also for the phase variable. Namely, in this section, given a certain minimiser $\left(\bar{\varphi}_{\alpha}, \overline{\mathcal{P}}_{\alpha}, \bar{\chi}_{\alpha}, \bar{\eta}_{\alpha}, \overline{\mathcal{C}}_{\alpha}\right)$ for $(C P)_{\alpha}$, we consider the following adapted cost functional:

$$
\begin{aligned}
\mathcal{J}_{\text {ad }}(\varphi, \mathcal{P}, \chi, \eta, \mathcal{C}):= & \mathcal{J}(\varphi, \mathcal{P}, \chi, \eta, \mathcal{C})+\frac{1}{2}\left\|\varphi-\bar{\varphi}_{\alpha}\right\|_{L^{2}(Q)}^{2}+\frac{1}{2}\left|\mathcal{P}-\overline{\mathcal{P}}_{\alpha}\right|^{2} \\
& +\frac{1}{2}\left|\chi-\bar{\chi}_{\alpha}\right|^{2}+\frac{1}{2}\left|\eta-\bar{\eta}_{\alpha}\right|^{2}+\frac{1}{2}\left|\mathcal{C}-\overline{\mathcal{C}}_{\alpha}\right|^{2} .
\end{aligned}
$$
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The adapted optimisation problem $(C P)_{\alpha, \beta}^{\mathrm{ad}}$ is then defined exactly as in (6.33) with this new definition for the cost functional.

Arguing as in Section 6.2.2, we straightforwardly infer the corresponding of Lemmas 6.10, 6.11 and Theorem 6.12, whose proofs are omitted since can be reproduced in the same fashion. These results concern solvability of $(C P)_{\alpha, \beta}^{\text {ad }}$, necessary conditions for $(C P)_{\alpha, \beta}^{\text {ad }}$, and approximation $(C P)_{\alpha, \beta}^{\text {ad }} \searrow(C P)_{\alpha}$ as $\beta \rightarrow 0$. Let us just point out that since the cost functional is corrected also with respect to the state variable, the forcing term of the corresponding adjoint system has to be corrected too, with no additional effort though.
Lemma 6.16. Assume B1-B7 and D1-D5. Then, for every $\beta \in\left(0, \beta_{0}\right)$ and for every minimiser $\left(\bar{\varphi}_{\alpha}, \overline{\mathcal{P}}_{\alpha}, \bar{\chi}_{\alpha}, \bar{\eta}_{\alpha}, \overline{\mathcal{C}}_{\alpha}\right)$ of $(C P)_{\alpha}$, the optimisation problem $(C P)_{\alpha, \beta}^{\text {ad }}$ admits a minimiser.
Lemma 6.17. Assume B1-B7 and D1-D5, and let $\left(\bar{\varphi}_{\alpha}, \overline{\mathcal{P}}_{\alpha}, \bar{\chi}_{\alpha}, \bar{\eta}_{\alpha}, \overline{\mathcal{C}}_{\alpha}\right)$ be a minimiser for $(C P)_{\alpha}$. For every $\beta \in\left(0, \beta_{0}\right)$, if $\left(\overline{\mathcal{P}}_{\alpha, \beta}, \bar{\chi}_{\alpha, \beta}, \bar{\eta}_{\alpha, \beta}, \overline{\mathcal{C}}_{\alpha, \beta}\right)$ is an optimal control for $(C P)_{\alpha, \beta}^{\mathrm{ad}}$, then the following first-order necessary condition holds

$$
\begin{align*}
& \int_{Q}\left(\mathcal{P}-\overline{\mathcal{P}}_{\alpha, \beta}\right) \bar{\sigma}_{\alpha, \beta} f\left(\bar{\varphi}_{\alpha, \beta}\right) p_{\alpha, \beta}-\int_{Q}\left(\chi-\bar{\chi}_{\alpha, \beta}\right) \bar{\sigma}_{\alpha, \beta} q_{\alpha, \beta} \\
& \quad-\int_{Q}\left(\mathcal{C}-\overline{\mathcal{C}}_{\alpha, \beta}\right) \bar{\sigma}_{\alpha, \beta} f\left(\bar{\varphi}_{\alpha, \beta}\right) r_{\alpha, \beta} \\
& \quad+\left(\mathcal{P}-\overline{\mathcal{P}}_{\alpha, \beta}\right)\left(\alpha_{P}\left(\overline{\mathcal{P}}_{\alpha, \beta}-\mathcal{P}_{*}\right)+\left(\overline{\mathcal{P}}_{\alpha, \beta}-\overline{\mathcal{P}}_{\alpha}\right)\right) \\
& \quad+\left(\chi-\bar{\chi}_{\alpha, \beta}\right)\left(\alpha \chi\left(\bar{\chi}_{\alpha, \beta}-\chi_{*}\right)+\left(\bar{\chi}_{\alpha, \beta}-\bar{\chi}_{\alpha}\right)\right) \\
& \quad+\left(\eta-\bar{\eta}_{\alpha, \beta}\right)\left(\alpha_{\eta}\left(\bar{\eta}_{\alpha, \beta}-\eta_{*}\right)+\left(\bar{\eta}_{\alpha, \beta}-\bar{\eta}_{\alpha}\right)\right) \\
& \quad+\left(\mathcal{C}-\overline{\mathcal{C}}_{\alpha, \beta}\right)\left(\alpha_{C}\left(\overline{\mathcal{C}}_{\alpha, \beta}-\mathcal{C}_{*}\right)+\left(\overline{\mathcal{C}}_{\alpha, \beta}-\overline{\mathcal{C}}_{\alpha}\right)\right) \geq 0 \quad \forall(\mathcal{P}, \chi, \eta, \mathcal{C}) \in \mathcal{U}_{\mathrm{ad}}, \tag{6.44}
\end{align*}
$$

where $\left(\bar{\varphi}_{\alpha, \beta}, \bar{\mu}_{\alpha, \beta}, \bar{\sigma}_{\alpha, \beta}\right)$ and ( $p_{\alpha, \beta}, q_{\alpha, \beta}, r_{\alpha, \beta}$ ) are the corresponding unique solutions to the state system (4.1)-(4.5) and the adjoint system (6.21)-6.25) with $\alpha, \beta>0$ and with respect to the coefficients ( $\overline{\mathcal{P}}_{\alpha, \beta}, \bar{\chi}_{\alpha, \beta}, \bar{\eta}_{\alpha, \beta}, \overline{\mathcal{C}}_{\alpha, \beta}$ ), the right-hand side of (6.21) being modified as $b_{1}\left(\bar{\varphi}_{\alpha, \beta}-\varphi_{Q}\right)+\left(\bar{\varphi}_{\alpha, \beta}-\bar{\varphi}_{\alpha}\right)$.
Theorem 6.18. Assume B1-B7, D1-D6, and let $\left(\bar{\varphi}_{\alpha}, \overline{\mathcal{P}}_{\alpha}, \bar{\chi}_{\alpha}, \bar{\eta}_{\alpha}, \overline{\mathcal{C}}_{\alpha}\right)$ be a minimiser for $(C P)_{\alpha}$. Then, for every family of optimal controls $\left\{\left(\overline{\mathcal{P}}_{\alpha, \beta}, \bar{\chi}_{\alpha, \beta}, \bar{\eta}_{\alpha, \beta}, \overline{\mathcal{C}}_{\alpha, \beta}\right)\right\}_{\beta}$ for $(C P)_{\alpha, \beta}^{\text {ad }}$, with corresponding states $\left\{\left(\bar{\varphi}_{\alpha, \beta}, \bar{\mu}_{\alpha, \beta}, \bar{\sigma}_{\alpha, \beta}\right)\right\}_{\beta}$, as $\beta \rightarrow 0$ it holds that, for every $\kappa \geq 1$ if $d=2$ and $1 \leq \kappa<6$ if $d=3$,

$$
\begin{gathered}
\bar{\varphi}_{\alpha, \beta} \rightarrow \bar{\varphi}_{\alpha} \quad \text { weakly star in } L^{\infty}(0, T ; H) \cap L^{2}(0, T ; V), \\
\text { and strongly in } L^{2}\left(0, T ; L^{\kappa}(\Omega)\right), \\
\overline{\mathcal{P}}_{\alpha, \beta} \rightarrow \overline{\mathcal{P}}_{\alpha}, \quad \bar{\chi}_{\alpha, \beta} \rightarrow \bar{\chi}_{\alpha}, \quad \bar{\eta}_{\alpha, \beta} \rightarrow \bar{\eta}_{\alpha}, \quad \overline{\mathcal{C}}_{\alpha, \beta} \rightarrow \overline{\mathcal{C}}_{\alpha} \\
\mathcal{J}_{\mathrm{ad}}\left(\bar{\varphi}_{\alpha, \beta}, \overline{\mathcal{P}}_{\alpha, \beta}, \bar{x}_{\alpha, \beta}, \bar{\eta}_{\alpha, \beta}, \overline{\mathcal{C}}_{\alpha, \beta}\right) \rightarrow \mathcal{J}\left(\bar{\varphi}_{\alpha}, \overline{\mathcal{P}}_{\alpha}, \bar{x}_{\alpha}, \bar{\eta}_{\alpha}, \overline{\mathcal{C}}_{\alpha}\right) .
\end{gathered}
$$

Proof of Theorem 6.18. The proof is analogous to the one of Theorem 6.12, the only difference being that the identification of the limit $\hat{\varphi}=\bar{\varphi}_{\alpha}$ follows from the additional correction in the cost functional and not from the uniqueness of the state system with $\beta=0$, which is indeed not true. The strong convergence of $\left\{\bar{\varphi}_{\alpha, \beta}\right\}_{\beta}$ is a consequence of the convergences in Theorem 4.12 and the compact inclusion $V \subset L^{\kappa}(\Omega)$.

### 6.2.3.1 Letting $\boldsymbol{\beta} \rightarrow \mathbf{0}$ in the Adjoint System

In this section we study the passage to the limit as $\beta \rightarrow 0$ in the adjoint system (6.21)(6.25), where the forcing term of (6.21) is modified as stated in Lemma 6.17.

Theorem 6.19. Assume B1-B7, D1-D7. Let the parameters $\left(\mathcal{P}_{\alpha}, \chi_{\alpha}, \eta_{\alpha}, \mathcal{C}_{\alpha}\right) \in \mathcal{U}_{\mathrm{ad}}$ and $\left\{\left(\mathcal{P}_{\alpha, \beta}, \chi_{\alpha, \beta}, \eta_{\alpha, \beta}, \mathcal{C}_{\alpha, \beta}\right)\right\}_{\beta} \subset \mathcal{U}_{\mathrm{ad}}$ be such that $\left(\mathcal{P}_{\alpha, \beta}, \chi_{\alpha, \beta}, \eta_{\alpha, \beta}, \mathcal{C}_{\alpha, \beta}\right) \rightarrow\left(\mathcal{P}_{\alpha}, \chi_{\alpha}\right.$, $\left.\eta_{\alpha}, \mathcal{C}_{\alpha}\right)$ as $\beta \rightarrow 0$. Let $\left(\bar{\varphi}_{\alpha}, \bar{\mu}_{\alpha}, \bar{\sigma}_{\alpha}\right)$ be a solution to the state system (4.1)-(4.5) with $\beta=0$ and coefficients ( $\mathcal{P}_{\alpha}, \chi_{\alpha}, \eta_{\alpha}, \mathcal{C}_{\alpha}$ ) as given by Theorem 4.12 and let $\left(\bar{\varphi}_{\alpha, \beta}, \bar{\mu}_{\alpha, \beta}\right.$, $\left.\bar{\sigma}_{\alpha, \beta}\right)$ be the solution to the state system (4.1)-(4.5) with $\alpha, \beta>0$ and coefficients ( $\mathcal{P}_{\alpha, \beta}, \chi_{\alpha, \beta}, \eta_{\alpha, \beta}, \mathcal{C}_{\alpha, \beta}$ ) as given by Theorem 4.5 Let also ( $p_{\alpha, \beta}, q_{\alpha, \beta}, r_{\alpha, \beta}$ ) be the unique solution to the adjoint system (6.21)-(6.25) with $\alpha, \beta>0$, coefficients ( $\mathcal{P}_{\alpha, \beta}, \chi_{\alpha, \beta}, \eta_{\alpha, \beta}$, $\left.\mathcal{C}_{\alpha, \beta}\right)$, and forcing term in (6.21) given by $b_{1}\left(\bar{\varphi}_{\alpha, \beta}-\varphi_{Q}\right)+\left(\bar{\varphi}_{\alpha, \beta}-\bar{\varphi}_{\alpha}\right)$. Then, there exist a triplet $\left(p_{\alpha}, q_{\alpha}, r_{\alpha}\right)$, with

$$
p_{\alpha}, r_{\alpha} \in H^{1}(0, T ; H) \cap L^{\infty}(0, T ; V) \cap L^{2}(0, T ; W), \quad q_{\alpha} \in L^{2}(0, T ; H),
$$

such that, for every $\kappa \geq 1$ if $d=2$ and $1 \leq \kappa<6$ if $d=3$, it holds that, as $\beta \rightarrow 0$,

$$
\begin{array}{cc}
p_{\alpha, \beta} \rightarrow p_{\alpha} & \text { weakly star in } H^{1}(0, T ; H) \cap L^{\infty}(0, T ; V) \cap L^{2}(0, T ; W), \\
& \text { strongly in } C^{0}\left([0, T] ; L^{\kappa}(\Omega)\right) \cap L^{2}(0, T ; V), \\
q_{\alpha, \beta} \rightarrow q_{\alpha} & \text { weakly in } L^{2}(0, T ; H), \\
r_{\alpha, \beta} \rightarrow r_{\alpha} & \text { weakly star in } H^{1}(0, T ; H) \cap L^{\infty}(0, T ; V) \cap L^{2}(0, T ; W), \\
& \text { strongly in } C^{0}\left([0, T] ; L^{\kappa}(\Omega)\right) \cap L^{2}(0, T ; V), \\
\beta q_{\alpha, \beta} \rightarrow 0 & \text { strongly in } H^{1}\left(0, T ; L^{1}(\Omega)\right) \cap L^{2}(0, T ; H) .
\end{array}
$$

Moreover, $\left(p_{\alpha}, q_{\alpha}, r_{\alpha}\right)$ is the unique weak solution to the adjoint system (6.21)-(6.25) with $\beta=0$ and coefficients ( $\left.\mathcal{P}_{\alpha}, \chi_{\alpha}, \eta_{\alpha}, \mathcal{C}_{\alpha}\right)$, in the sense that

$$
\begin{aligned}
& -\int_{\Omega} \partial_{t} p_{\alpha} v+\int_{\Omega}\left(a q_{\alpha}-J * q_{\alpha}\right) v+\eta_{\alpha} \int_{\Omega} \Delta r_{\alpha} v+\int_{\Omega} F^{\prime \prime}\left(\bar{\varphi}_{\alpha}\right) q_{\alpha} v \\
& \quad+\int_{\Omega} \mathcal{C}_{\alpha} \bar{\sigma}_{\alpha} f^{\prime}\left(\bar{\varphi}_{\alpha}\right) r_{\alpha} v-\int_{\Omega} \mathcal{P}_{\alpha} \bar{\sigma}_{\alpha} f^{\prime}\left(\bar{\varphi}_{\alpha}\right) p_{\alpha} v=\int_{\Omega} b_{1}\left(\bar{\varphi}_{\alpha}-\varphi_{Q}\right) v \\
& -\alpha \int_{\Omega} \partial_{t} p_{\alpha} w+\int_{\Omega} \nabla p_{\alpha} \cdot \nabla w-\int_{\Omega} q_{\alpha} w=0 \\
& -\int_{\Omega} \partial_{t} r_{\alpha} z+\int_{\Omega} \nabla r_{\alpha} \cdot \nabla z+\int_{\Omega} \mathcal{C}_{\alpha} f\left(\bar{\varphi}_{\alpha}\right) r_{\alpha} z-\int_{\Omega} \mathcal{P}_{\alpha} f\left(\bar{\varphi}_{\alpha}\right) p_{\alpha} z-\int_{\Omega} \chi_{\alpha} q_{\alpha} z=0
\end{aligned}
$$

for every $v, w, z \in V$, almost everywhere in $(0, T)$, and

$$
p_{\alpha}(T)=0, \quad r_{\alpha}(T)=0 .
$$

Proof of Theorem 6.19. We proceed by pointing out some a priori estimates on the adjoint variables uniformly with respect to $\beta$, using again the estimate (6.32) as a starting point. First of all, by Theorem 4.12 we have that $\left\{F\left(\bar{\varphi}_{\alpha, \beta}\right)\right\}_{\beta}$ is uniformly bounded in $L^{\infty}\left(0, T ; L^{1}(\Omega)\right)$, so that by $\overline{\mathbf{D} 7}$ we have that $\left\{F^{\prime \prime}\left(\bar{\varphi}_{\alpha, \beta}\right)\right\}_{\beta}$ is uniformly
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bounded in $L^{\infty}(0, T ; H)$. Secondly, by the assumption on the kernel $J$, the Young inequality, and by comparison in equation (6.22) we have

$$
\begin{aligned}
& \int_{Q_{t}^{T}}\left(J * q_{\alpha, \beta}\right) q_{\alpha, \beta} \\
& \quad \leq \int_{t}^{T}\left\|J * q_{\alpha, \beta}\right\|_{V}\left\|q_{\alpha, \beta}\right\|_{V^{*}} \leq\left(a^{*}+b^{*}\right) \int_{t}^{T}\left\|q_{\alpha, \beta}\right\|\left\|q_{\alpha, \beta}\right\|_{V^{*}} \\
& \quad \leq \delta \int_{Q_{t}^{T}}\left|q_{\alpha, \beta}\right|^{2}+\frac{\left(a^{*}+b^{*}\right)^{2}}{2 \delta} \int_{t}^{T}\left\|p_{\alpha, \beta}\right\|_{V}^{2}+\frac{\left(a^{*}+b^{*}\right)^{2}}{2 \delta} \alpha^{2} \int_{Q_{t}^{T}}\left|\partial_{t} p_{\alpha, \beta}\right|^{2}
\end{aligned}
$$

while the last two terms on the right-hand side of (6.32) can be bounded as

$$
\begin{aligned}
& -\int_{Q_{t}^{T}} \eta_{\alpha, \beta} \Delta r_{\alpha, \beta} q_{\alpha, \beta}-\int_{Q_{t}^{T}} \chi_{\alpha, \beta} q_{\alpha, \beta}\left(\partial_{t} r_{\alpha, \beta}+\Delta r_{\alpha, \beta}\right) \\
& \quad \leq \delta \int_{Q_{t}^{T}}\left|q_{\alpha, \beta}\right|^{2}+\frac{3\left(\eta_{\alpha, \beta}{ }^{2}+\chi_{\alpha, \beta}{ }^{2}\right)}{4 \delta} \int_{Q_{t}^{T}}\left|\Delta r_{\alpha, \beta}\right|^{2}+\frac{3 \chi_{\alpha, \beta}^{2}}{4 \delta} \int_{Q_{t}^{T}}\left|\partial_{t} r_{\alpha, \beta}\right|^{2}
\end{aligned}
$$

Hence, recalling that $\left\{\bar{\sigma}_{\alpha, \beta}\right\}_{\beta}$ is uniformly bounded in $L^{2}(0, T ; V)$, all the terms in (6.32) can be rearranged and treated by the Gronwall lemma, provided to fix $\delta, \delta^{\prime}>0$ such that

$$
3 \delta<C_{0}, \quad \frac{\left(a^{*}+b^{*}\right)^{2}}{2 \delta} \alpha<1, \quad \frac{3\left(\eta_{\alpha, \beta^{2}}+\chi_{\alpha, \beta^{2}}\right)}{4 \delta}<1, \quad \delta^{\prime}<1-\frac{3\left(\eta_{\alpha, \beta}^{2}+\chi_{\alpha, \beta^{2}}\right)}{4 \delta} .
$$

An easy computation shows that this is possible if and only if

$$
\max \left\{\frac{\left(a^{*}+b^{*}\right)^{2}}{2} \alpha, \frac{3\left(\eta_{\alpha, \beta}^{2}+\chi_{\alpha, \beta}^{2}\right)}{4}\right\}<\frac{C_{0}}{3}
$$

which is indeed true by (4.6) and the fact that $\eta_{\max }^{2}+\chi_{\max }^{2}<\frac{4}{9} C_{0}$. Hence, (6.32) can be closed uniformly in $\beta$, and we obtain

$$
\begin{aligned}
& \left\|p_{\alpha, \beta}\right\|_{H^{1}(0, T ; H) \cap L^{\infty}(0, T ; V)}+\beta^{1 / 2}\left\|q_{\alpha, \beta}\right\|_{L^{\infty}(0, T ; H)} \\
& \quad+\left\|q_{\alpha, \beta}\right\|_{L^{2}(0, T ; H)}+\left\|r_{\alpha, \beta}\right\|_{H^{1}(0, T ; H) \cap L^{\infty}(0, T ; V) \cap L^{2}(0, T ; W)} \leq C_{\alpha}
\end{aligned}
$$

for a positive constant $C_{\alpha}$ which may depend on $\alpha$ but it is independent of $\beta$. Then, elliptic regularity theory and 6.22 lead us to infer that

$$
\left\|p_{\alpha, \beta}\right\|_{L^{2}(0, T ; W)} \leq C_{\alpha} .
$$

Moreover, noting that by the Hölder inequality we have that

$$
\left\|F^{\prime \prime}\left(\bar{\varphi}_{\alpha, \beta}\right) q_{\alpha, \beta}\right\|_{L^{2}\left(0, T ; L^{1}(\Omega)\right)} \leq C_{\alpha},
$$

arguing as in the proof of Theorem 6.13, by a comparison argument in 6.21) we deduce that

$$
\beta\left\|q_{\alpha, \beta}\right\|_{H^{1}\left(0, T ; L^{1}(\Omega)\right)} \leq C_{\alpha} .
$$

Recalling the continuous embedding $W \subset L^{\infty}(\Omega)$, Banach-Alaoglu theorem and standard compactness results allow us to obtain from the above a priori estimates that there exist functions $\left(p_{\alpha}, q_{\alpha}, r_{\alpha}\right)$ such that it holds, along a non-relabeled subsequence, as $\beta \rightarrow 0$,

$$
\begin{aligned}
& p_{\alpha, \beta} \rightarrow p_{\alpha} \text { weakly star in } H^{1}(0, T ; H) \cap L^{\infty}(0, T ; V) \cap L^{2}(0, T ; W), \\
& q_{\alpha, \beta} \rightarrow q_{\alpha} \\
& r_{\alpha, \beta} \rightarrow r_{\alpha} \text { weakly in } L^{2}(0, T ; H), \\
& \text { weakly star in } H^{1}(0, T ; H) \cap L^{\infty}(0, T ; V) \cap L^{2}(0, T ; W), \\
& \beta q_{\alpha, \beta} \rightarrow 0 \text { strongly in } C^{0}\left([0, T] ; L^{\kappa}(\Omega)\right) \cap L^{2}(0, T ; V), \\
& \text { weakly in } H^{1}\left(0, T ; W^{*}\right) \text { and strongly in } L^{2}(0, T ; H),
\end{aligned}
$$

for every $\kappa \geq 1$ if $d=2$ and $1 \leq \kappa<6$ if $d=3$. Arguing as in the proof of Theorem 6.13, we exploit the above convergences to pass to the limit in the variational formulation of the adjoint system given by (6.38)-(6.40) and in the terminal conditions (6.41). As a by-product, we obtain that the above limits are a weak solution to (6.21)(6.25) with $\beta=0$. To this end, note that by (4.93) and (4.99)-(4.100), along a nonrelabelled subsequence, for every $\kappa \geq 1$ if $d=2$ and $1 \leq \kappa<6$ if $d=3$, we have that

$$
\bar{\varphi}_{\alpha, \beta} \rightarrow \bar{\varphi}_{\alpha} \quad \text { a.e. in } Q, \quad \bar{\varphi}_{\alpha, \beta} \rightarrow \bar{\varphi}_{\alpha}, \quad \bar{\sigma}_{\alpha, \beta} \rightarrow \bar{\sigma}_{\alpha} \quad \text { strongly in } L^{2}\left(0, T ; L^{\kappa}(\Omega)\right) .
$$

Consequently, all terms in (6.38-6.40) and (6.41) pass to the weak limit as $\beta \rightarrow 0$. The only delicate term to treat, as usual, is the one containing $F^{\prime \prime}$ : let us spend a few words on this. By continuity of $F^{\prime \prime}$ it follows that, as $\beta \rightarrow 0$,

$$
F^{\prime \prime}\left(\bar{\varphi}_{\alpha, \beta}\right) \rightarrow F^{\prime \prime}\left(\bar{\varphi}_{\alpha}\right) \quad \text { a.e. in } Q .
$$

Now, since $\left\{F\left(\bar{\varphi}_{\alpha, \beta}\right)\right\}_{\beta}$ is uniformly bounded in $L^{\infty}\left(0, T ; L^{1}(\Omega)\right)$, by $\mathbf{D} 7$ we know that $\left\{F^{\prime \prime}\left(\bar{\varphi}_{\alpha, \beta}\right)\right\}_{\beta}$ is uniformly bounded in $L^{\infty}(0, T ; H)$. Furthermore, the boundedness of $\left\{\varphi_{\alpha, \beta}\right\}_{\beta}$ in $L^{2}\left(0, T ; L^{6}(\Omega)\right)$ and again $\mathbf{D 7}$ ensure also that $\left\{F^{\prime \prime}\left(\bar{\varphi}_{\alpha, \beta}\right)\right\}_{\beta}$ is uniformly bounded in $L^{1}\left(0, T ; L^{3}(\Omega)\right)$. For any $\vartheta \in(0,1)$, setting $\kappa_{\vartheta} \in(2,3)$ such that $\frac{1}{\kappa_{\vartheta}}:=$ $\frac{\vartheta}{2}+\frac{1-\vartheta}{3}$, by interpolation we have that

$$
\left\|F^{\prime \prime}\left(\bar{\varphi}_{\alpha, \beta}\right)\right\|_{\kappa_{\vartheta}} \leq C\left\|F^{\prime \prime}\left(\bar{\varphi}_{\alpha, \beta}\right)\right\|^{\vartheta}\left\|F^{\prime \prime}\left(\bar{\varphi}_{\alpha, \beta}\right)\right\|_{3}^{1-\vartheta} \quad \text { a.e. in }(0, T),
$$

from which it follows that

$$
\left\|F^{\prime \prime}\left(\bar{\varphi}_{\alpha, \beta}\right)\right\|_{L^{\frac{1}{1-\vartheta}}\left(0, T ; L^{\kappa \vartheta}(\Omega)\right)} \leq C_{\alpha} .
$$

In particular, there exists $\bar{\vartheta} \in(0,1)$ such that $\bar{\kappa}:=\kappa_{\bar{\vartheta}}=\frac{1}{1-\bar{\vartheta}} \in(2,3)$ : an easy computation yields $\bar{\vartheta}=\frac{4}{7}$ and $\bar{\kappa}=\frac{7}{3}$. This implies that

$$
\left\|F^{\prime \prime}\left(\bar{\varphi}_{\alpha, \beta}\right)\right\|_{L^{7 / 3}(Q)} \leq C_{\alpha} .
$$

By the Severini-Egorov theorem we infer that, for all $\kappa \in\left[1, \frac{7}{3}\right)$,

$$
F^{\prime \prime}\left(\bar{\varphi}_{\alpha, \beta}\right) \rightarrow F^{\prime \prime}\left(\bar{\varphi}_{\alpha}\right) \quad \text { weakly in } L^{7 / 3}(Q) \text { and strongly in } L^{\kappa}(Q)
$$
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In particular, since $\frac{7}{3}>2$, this implies that, as $\beta \rightarrow 0$,

$$
F^{\prime \prime}\left(\bar{\varphi}_{\alpha, \beta}\right) q_{\alpha, \beta} \rightarrow F^{\prime \prime}\left(\bar{\varphi}_{\alpha}\right) q_{\alpha} \quad \text { weakly in } L^{1}(Q) .
$$

Since $W \subset L^{\infty}(\Omega)$, this allows to pass to the limit as $\beta \rightarrow 0$ in (6.38) for every test function $v \in W$. Since $F^{\prime \prime}\left(\bar{\varphi}_{\alpha}\right) \in L^{1}\left(0, T ; L^{3}(\Omega)\right)$, at the limit we have that $F^{\prime \prime}\left(\bar{\varphi}_{\alpha}\right) q_{\alpha} \in L^{6 / 5}(\Omega) \subset V^{*}$ almost everywhere in $(0, T)$, and the variational formulation holds also for all $v \in V$ by the density of $W$ in $V$.

Finally, by linearity of the system, the same estimates yield also uniqueness of ( $p_{\alpha}, q_{\alpha}, r_{\alpha}$ ), and the convergences hold along the entire sequence $\beta \rightarrow 0$, as desired.

### 6.2.3.2 Letting $\boldsymbol{\beta} \rightarrow 0$ in the Optimality Condition

Lastly, we argue as in Theorem 6.14 to pass to the limit as $\beta \rightarrow 0$ to establish the necessary conditions for optimality of $(C P)_{\alpha}$.
Theorem 6.20. Assume B1-B7, D1-D7. Then, every minimiser $\left(\bar{\varphi}_{\alpha}, \overline{\mathcal{P}}_{\alpha}, \bar{\chi}_{\alpha}, \bar{\eta}_{\alpha}, \overline{\mathcal{C}}_{\alpha}\right)$ of $(C P)_{\alpha}$ necessarily satisfies

$$
\begin{aligned}
& \int_{Q}\left(\mathcal{P}-\overline{\mathcal{P}}_{\alpha}\right) \bar{\sigma}_{\alpha} f\left(\bar{\varphi}_{\alpha}\right) p_{\alpha}-\int_{Q}\left(\chi-\bar{\chi}_{\alpha}\right) \bar{\sigma}_{\alpha} q_{\alpha}-\int_{Q}\left(\mathcal{C}-\overline{\mathcal{C}}_{\alpha}\right) \bar{\sigma}_{\alpha} f\left(\bar{\varphi}_{\alpha}\right) r_{\alpha} \\
& \quad+\alpha_{P}\left(\overline{\mathcal{P}}_{\alpha}-\mathcal{P}_{*}\right)\left(\mathcal{P}-\overline{\mathcal{P}}_{\alpha}\right)+\alpha \chi\left(\bar{\chi}_{\alpha}-\chi_{*}\right)\left(\chi-\bar{\chi}_{\alpha}\right) \\
& \quad+\alpha_{\eta}\left(\bar{\eta}_{\alpha}-\eta_{*}\right)\left(\eta-\bar{\eta}_{\alpha}\right)+\alpha_{C}\left(\overline{\mathcal{C}}_{\alpha}-\mathcal{C}_{*}\right)\left(\mathcal{C}-\overline{\mathcal{C}}_{\alpha}\right) \geq 0 \quad \forall(\mathcal{P}, \chi, \eta, \mathcal{C}) \in \mathcal{U}_{\mathrm{ad}}
\end{aligned}
$$

where $\left(\bar{\varphi}_{\alpha}, \bar{\mu}_{\alpha}, \bar{\sigma}_{\alpha}\right)$ is a solution to the state system (4.1)-(4.5) and and $\left(p_{\alpha}, q_{\alpha}, r_{\alpha}\right)$ is the unique weak solution to the adjoint system (6.21)-6.25) with $\beta=0$ and coefficients $\left(\overline{\mathcal{P}}_{\alpha}, \bar{\chi}_{\alpha}, \bar{\eta}_{\alpha}, \overline{\mathcal{C}}_{\alpha}\right)$, in the sense of Theorems 4.12 and Theorem 6.19 respectively.

Proof of Theorem 6.20 The proof is analogous to the one of Theorem 6.14, using Lemma 6.16 and 6.17, and Theorems $4.12,6.18$, and 6.19 instead.

### 6.2.4 The Optimisation Problem $(C P)_{\alpha, \beta}$ as $\alpha, \beta \rightarrow 0$

In this last section we deal with the optimisation problem $(\overline{C P})$, by letting $\alpha, \beta \rightarrow 0$ jointly. Since most of the ideas have already been explained and motivated in detail in the previous Sections 6.2 .2 and 6.2 .3 , we proceed here more quickly, avoiding technical details for brevity. Throughout the whole Section 6.2.4, we assume the following framework:

$$
\begin{aligned}
& \eta_{\max }=\alpha_{\max }=0, \quad \varphi_{\Omega} \in V, \quad 4.111-4.113, \\
& \chi_{\max }<\sqrt{c_{a}}, \quad\left(\chi_{\max }+\eta_{\max }+4 c_{a} \chi_{\max }\right)^{2}<8 c_{a} C_{0}, \quad \eta_{\max }^{2}+\chi_{\max }^{2}<\frac{4}{9} C_{0} .
\end{aligned}
$$

As in Section 6.2.2, since $\eta_{\text {max }}=0$, we shall consider $\mathcal{U}_{\mathrm{ad}}$ as a subset of $\mathbb{R}^{3}$ instead, and write $(\mathcal{P}, \chi, \mathcal{C}) \in \mathcal{U}_{\mathrm{ad}}$ for the generic admissible control. As usual, the first result concerns existence of optimal controls for $(\overline{C P})$ which is given in the following result.

Theorem 6.21. Assume B1-B7, D1-D7. Then, the optimisation problem $(\overline{C P})$ admits a solution.

Proof of Theorem 6.21. This result follows directly by adapting the direct method used in the proof of Theorem 6.3, taking into account the compactness of $\mathcal{U}_{\mathrm{ad}}$ and the convergence presented in Theorem 4.15 .

Now, we investigate the necessary conditions for optimality. First of all, note that for every admissible control ( $\mathcal{P}, \chi, \mathcal{C}$ ), the state system (4.1)-(4.5) with $\alpha=\beta=$ 0 admits a unique solution by Theorem 4.15. Consequently, when introducing the adapted cost functional, by contrast with Section 6.2.3, it is not necessary here to use a perturbation with respect to the phase variable.

Nevertheless, looking at the final condition (6.25) and taking formally $\alpha=\beta=0$, we immediately see that $p_{\alpha, \beta}(T)=0$ for all $\alpha \in\left(0, \alpha_{0}\right)$ while at the limit $p(T)=$ $b_{2}\left(\bar{\varphi}(T)-\varphi_{\Omega}\right)$. This immediately suggests that if $b_{2}>0$, we can not pass to the joint limit $\alpha, \beta \rightarrow 0$ in the adjoint problem (6.21)-6.25) as it is. At an intuitive level for the moment, the limit adjoint problem (6.21)-(6.25) with $\alpha=\beta=0$ is still well-posed also when $b_{2}>0$. These heuristic considerations suggest that the right assumption is to keep a generic $b_{2} \geq 0$, but to modify the final condition for $p_{\alpha, \beta}$ at the approximate level in a smart way, in order to recover the compatibility condition $p_{\alpha, \beta}(T)=b_{2}\left(\bar{\varphi}(T)-\varphi_{\Omega}\right)$ also when $\alpha, \beta>0$. In order to do this, we introduce a correction in the adapted cost functional, depending on the terminal values of both the variables $\varphi$ and $\mu$.

For a given optimal control $(\overline{\mathcal{P}}, \bar{\chi}, \overline{\mathcal{C}})$ of $(\overline{C P})$ and for all $\alpha \in\left(0, \alpha_{0}\right)$ and $\beta \in$ $\left(0, \beta_{0}\right)$, the idea is to set

$$
\begin{aligned}
\mathcal{J}_{\mathrm{ad}}(\varphi, \mu, \mathcal{P}, \chi, \mathcal{C}):= & \mathcal{J}(\varphi, \mathcal{P}, \chi, \mathcal{C})+\left(\alpha \mu(T), b_{2}\left(\varphi(T)-\varphi_{\Omega}\right)\right) \\
& +\frac{1}{2}|\mathcal{P}-\overline{\mathcal{P}}|^{2}+\frac{1}{2}|\chi-\bar{\chi}|^{2}+\frac{1}{2}|\mathcal{C}-\overline{\mathcal{C}}|^{2}
\end{aligned}
$$

and define the adapted optimisation problem $(C P)_{\alpha, \beta}^{\text {ad }}$ as in (6.33).
It is clear that the optimality condition for $(\overline{C P})$ follows similar lines of the previous sections, by firstly obtaining the approximating sequence of optimal controls of minimisers of $(C P)_{\alpha, \beta}^{\mathrm{ad}}$ and then pass to the limit as $\alpha, \beta \rightarrow 0$. The major difference is the nature of the correction in the adapted cost functional, which yields a correction in the terminal values of the adapted adjoint system at $\alpha, \beta>0$ : for this reason, we recall such corrected adjoint system explicitly in Lemma 6.23 below. The proof of first-order conditions for optimality at the level $\alpha, \beta>0$ follows, mutatis mutandis, the proof of Theorem 6.7, and is omitted for brevity.

The following results concern existence of optimal controls and necessary conditions for $(C P)_{\alpha, \beta}^{\mathrm{ad}}$, and the convergence $(C P)_{\alpha, \beta}^{\mathrm{ad}} \searrow(\overline{C P})$ as $\alpha, \beta \rightarrow 0$.

Lemma 6.22. Assume B1-B7, D1-D7. Then, for every optimal control $(\overline{\mathcal{P}}, \bar{\chi}, \overline{\mathcal{C}})$ for $(\overline{C P})$, for every $\alpha \in\left(0, \alpha_{0}\right)$ and $\beta \in\left(0, \beta_{0}\right)$ the optimisation problem $(C P)_{\alpha, \beta}^{\text {ad }}$ admits a solution.

Lemma 6.23. Assume B1-B7, D1-D7, and let $(\overline{\mathcal{P}}, \bar{\chi}, \overline{\mathcal{C}})$ be an optimal control for $(\overline{C P})$. For every $\alpha \in\left(0, \alpha_{0}\right)$ and $\beta \in\left(0, \beta_{0}\right)$, if $\left(\overline{\mathcal{P}}_{\alpha, \beta}, \bar{\chi}_{\alpha, \beta}, \overline{\mathcal{C}}_{\alpha, \beta}\right)$ is an optimal control of $(C P)_{\alpha, \beta}^{\text {ad }}$, then the following first-order necessary condition holds

$$
\begin{align*}
& \int_{Q}\left(\mathcal{P}-\overline{\mathcal{P}}_{\alpha, \beta}\right) \bar{\sigma}_{\alpha, \beta} f\left(\bar{\varphi}_{\alpha, \beta}\right) p_{\alpha, \beta}-\int_{Q}\left(\chi-\bar{\chi}_{\alpha, \beta}\right) \bar{\sigma}_{\alpha, \beta} q_{\alpha, \beta} \\
& \quad-\int_{Q}\left(\mathcal{C}-\overline{\mathcal{C}}_{\alpha, \beta}\right) \bar{\sigma}_{\alpha, \beta} f\left(\bar{\varphi}_{\alpha, \beta}\right) r_{\alpha, \beta} \\
& \quad+\left(\mathcal{P}-\overline{\mathcal{P}}_{\alpha, \beta}\right)\left(\alpha_{P}\left(\overline{\mathcal{P}}_{\alpha, \beta}-\mathcal{P}_{*}\right)+\left(\overline{\mathcal{P}}_{\alpha, \beta}-\overline{\mathcal{P}}\right)\right) \\
& \quad+\left(\chi-\bar{\chi}_{\alpha, \beta}\right)\left(\alpha_{\chi}\left(\bar{\chi}_{\alpha, \beta}-\chi_{*}\right)+\left(\bar{\chi}_{\alpha, \beta}-\bar{\chi}\right)\right) \\
& \quad+\left(\mathcal{C}-\overline{\mathcal{C}}_{\alpha, \beta}\right)\left(\alpha_{C}\left(\overline{\mathcal{C}}_{\alpha, \beta}-\mathcal{C}_{*}\right)+\left(\overline{\mathcal{C}}_{\alpha, \beta}-\overline{\mathcal{C}}\right)\right) \geq 0 \quad \forall(\mathcal{P}, \chi, \mathcal{C}) \in \mathcal{U}_{\mathrm{ad}} \tag{6.45}
\end{align*}
$$

where $\left(\bar{\varphi}_{\alpha, \beta}, \bar{\mu}_{\alpha, \beta}, \bar{\sigma}_{\alpha, \beta}\right)$ is the unique solution to (4.1)-(4.5) with $\alpha, \beta>0$ and parameters $\left(\overline{\mathcal{P}}_{\alpha, \beta}, \bar{\chi}_{\alpha, \beta}, \overline{\mathcal{C}}_{\alpha, \beta}\right)$, and ( $p_{\alpha, \beta}, q_{\alpha, \beta}, r_{\alpha, \beta}$ ) is the unique solution to the following adapted adjoint system

$$
\begin{array}{ll}
-\partial_{t}\left(p_{\alpha, \beta}+\beta q_{\alpha, \beta}\right)+a q_{\alpha, \beta}-J * q_{\alpha, \beta}+F^{\prime \prime}\left(\bar{\varphi}_{\alpha, \beta}\right) q_{\alpha, \beta} & \\
\quad+\overline{\mathcal{C}} \bar{\sigma} f^{\prime}\left(\bar{\varphi}_{\alpha, \beta}\right) r_{\alpha, \beta}-\left(\overline{\mathcal{P}} \bar{\sigma}_{\alpha, \beta}-\mathcal{A}\right) f^{\prime}\left(\bar{\varphi}_{\alpha, \beta}\right) p_{\alpha, \beta} & \\
\quad=b_{1}\left(\bar{\varphi}_{\alpha, \beta}-\varphi_{Q}\right) & \text { in } Q, \\
-\alpha \partial_{t} p_{\alpha, \beta}-\Delta p_{\alpha, \beta}-q_{\alpha, \beta}=0 & \text { in } Q, \\
-\partial_{t} r_{\alpha, \beta}-\Delta r_{\alpha, \beta}+\left(\mathcal{B}+\overline{\mathcal{C}} f\left(\bar{\varphi}_{\alpha, \beta}\right)\right) r_{\alpha, \beta}-\overline{\mathcal{P}} f\left(\bar{\varphi}_{\alpha, \beta}\right) p_{\alpha, \beta} & \\
\quad-\bar{\chi}_{\alpha, \beta}=0 & \text { in } Q, \\
\partial_{\mathbf{n}} p_{\alpha, \beta}=\partial_{\mathbf{n}} r_{\alpha, \beta}=0 & \text { on } \Sigma, \\
\alpha p_{\alpha, \beta}(T)=\alpha, \beta_{2}\left(\bar{\varphi}_{\alpha, \beta}(T)-\varphi_{\Omega}\right), & \\
\quad\left(p_{\alpha, \beta}+\beta q_{\alpha, \beta}\right)(T)=b_{2}\left(\bar{\varphi}_{\alpha, \beta}(T)-\varphi_{\Omega}\right)+\alpha, \beta_{2} \bar{\mu}_{\alpha, \beta}(T), & \text { in } \Omega .
\end{array}
$$

Theorem 6.24. Assume B1-B7, D1-D7. Let $(\overline{\mathcal{P}}, \bar{\chi}, \overline{\mathcal{C}})$ be an optimal control for $(\overline{C P})$, with corresponding state $(\bar{\varphi}, \bar{\mu}, \bar{\sigma})$. Then, for every family $\left\{\left(\overline{\mathcal{P}}_{\alpha, \beta}, \bar{\chi}_{\alpha, \beta}, \overline{\mathcal{C}}_{\alpha, \beta}\right)\right\}_{\alpha, \beta}$ of optimal controls for $(C P)_{\alpha, \beta}^{\text {ad }}$, with corresponding states $\left\{\left(\bar{\varphi}_{\alpha, \beta}, \bar{\mu}_{\alpha, \beta}, \bar{\sigma}_{\alpha, \beta}\right)\right\}_{\alpha, \beta}$, as $\alpha, \beta \rightarrow 0$ it holds that, for every $\kappa \geq 1$ if $d=2$ and $1 \leq \kappa<6$ if $d=3$,

$$
\begin{aligned}
& \bar{\varphi}_{\alpha, \beta} \rightarrow \bar{\varphi} \quad \text { weakly* in } L^{\infty}(0, T ; H) \cap L^{2}(0, T ; V), \\
& \quad \text { strongly in } C^{0}\left([0, T] ; V^{*}\right) \cap L^{2}\left(0, T ; L^{\kappa}(\Omega)\right), \\
& \overline{\mathcal{P}}_{\alpha, \beta} \rightarrow \overline{\mathcal{P}}_{\beta}, \quad \bar{\chi}_{\alpha, \beta} \rightarrow \bar{\chi}_{\beta}, \quad \overline{\mathcal{C}}_{\alpha, \beta} \rightarrow \overline{\mathcal{C}}_{\beta}, \\
& \mathcal{J}_{\mathrm{ad}}\left(\bar{\varphi}_{\alpha, \beta}, \overline{\mathcal{P}}_{\alpha, \beta}, \bar{\chi}_{\alpha, \beta}, \overline{\mathcal{C}}_{\alpha, \beta}\right) \rightarrow \mathcal{J}(\bar{\varphi}, \overline{\mathcal{P}}, \bar{\chi}, \overline{\mathcal{C}}) .
\end{aligned}
$$

Proof of Theorem 6.24. The proof is analogous to Theorem6.12, by using the convergences of Theorem4.15.

### 6.2.4.1 Letting $\alpha, \beta \rightarrow 0$ in the Adjoint System

We focus here on the passage to the limit as $\alpha, \beta \rightarrow 0$ in the adjoint system (6.21)(6.25).

Theorem 6.25. Assume B1-B7, D1-D7. Let $(\mathcal{P}, \chi, \mathcal{C}) \in \mathcal{U}_{\mathrm{ad}},\left\{\left(\mathcal{P}_{\alpha, \beta}, \chi_{\alpha, \beta}, \mathcal{C}_{\alpha, \beta}\right)\right\}_{\alpha, \beta} \subset$ $\mathcal{U}_{\mathrm{ad}}$ be such that $\left(\mathcal{P}_{\alpha, \beta}, \chi_{\alpha, \beta}, \mathcal{C}_{\alpha, \beta}\right) \rightarrow(\mathcal{P}, \chi, \mathcal{C})$ as $\alpha, \beta \rightarrow 0$. Let $(\bar{\varphi}, \bar{\mu}, \bar{\sigma})$ and $\left(\bar{\varphi}_{\alpha, \beta}, \bar{\mu}_{\alpha, \beta}, \bar{\sigma}_{\alpha, \beta}\right)$ be the unique solutions to the state system (4.1)-(4.5) in the cases $\alpha=\beta=0$ with coefficients $(\mathcal{P}, \chi, \mathcal{C})$, and $\alpha \in\left(0, \alpha_{0}\right)$ and $\beta \in\left(0, \beta_{0}\right)$ with coefficients $\left(\mathcal{P}_{\alpha, \beta}, \chi_{\alpha, \beta}, \mathcal{C}_{\alpha, \beta}\right)$, as given by Theorems 4.15 and 4.5 respectively. Let also ( $p_{\alpha, \beta}, q_{\alpha, \beta}, r_{\alpha, \beta}$ ) be the unique solution to the adapted adjoint system (6.46)-6.50) with $\alpha \in\left(0, \alpha_{0}\right), \beta \in\left(0, \beta_{0}\right)$, and coefficents $\left(\mathcal{P}_{\alpha, \beta}, \chi_{\alpha, \beta}, \mathcal{C}_{\alpha, \beta}\right)$, as given by Theorem 6.6. Then, there exists a triplet $(p, q, r)$, with

$$
\begin{aligned}
& p \in H^{1}\left(0, T ; V^{*}\right) \cap L^{2}(0, T ; W), \\
& q \in L^{2}(0, T ; H), \\
& r \in H^{1}(0, T ; H) \cap L^{\infty}(0, T ; V) \cap L^{2}(0, T ; W),
\end{aligned}
$$

such that, for every $\kappa \geq 1$ if $d=2$ and $1 \leq \kappa<6$ if $d=3$, along any sequence

$$
(\alpha, \beta) \rightarrow(0,0) \quad \text { such that } \quad \limsup _{(\alpha, \beta) \rightarrow(0,0)} \frac{\alpha}{\beta}<+\infty
$$

it holds

$$
\begin{aligned}
p_{\alpha, \beta} \rightarrow p & \text { weakly in } H^{1}\left(0, T ; V^{*}\right) \cap L^{2}(0, T ; W), \\
q_{\alpha, \beta} \rightarrow q & \text { weakly in } L^{2}(0, T ; H), \\
r_{\alpha, \beta} \rightarrow r & \text { weakly star in } H^{1}(0, T ; H) \cap L^{\infty}(0, T ; V) \cap L^{2}(0, T ; W), \\
& \text { strongly in } C^{0}\left([0, T] ; L^{\kappa}(\Omega)\right) \cap L^{2}(0, T ; H), \\
\alpha p_{\alpha, \beta} \rightarrow 0 & \text { strongly in } H^{1}(0, T ; H) \cap L^{\infty}\left(0, T ; V^{*}\right), \\
\beta q_{\alpha, \beta} \rightarrow 0 & \text { strongly in } L^{\infty}(0, T ; V) .
\end{aligned}
$$

Moreover, $(p, q, r)$ is the unique weak solution to the adjoint system (6.21)-(6.25) with $\alpha=\beta=0$ and coefficients ( $\mathcal{P}, \eta, \mathcal{C}$ ), in the sense that

$$
\begin{aligned}
& -\left\langle\partial_{t} p, v\right\rangle_{V}+\int_{\Omega}\left(a q-J * q+F^{\prime \prime}(\bar{\varphi})\right) v+\int_{\Omega} \mathcal{C} \bar{\sigma} f^{\prime}(\bar{\varphi}) r v \\
& \quad-\int_{\Omega} \mathcal{P} \bar{\sigma} f^{\prime}(\bar{\varphi}) p v=\int_{\Omega} b_{1}\left(\bar{\varphi}-\varphi_{Q}\right) v \\
& \int_{\Omega} \nabla p \cdot \nabla v-\int_{\Omega} q v=0 \\
& -\int_{\Omega} \partial_{t} r v+\int_{\Omega} \nabla r \cdot \nabla v+\int_{\Omega} \mathcal{C} f(\bar{\varphi}) r v-\int_{\Omega} \mathcal{P} f(\bar{\varphi}) p v-\int_{\Omega} \chi q v=0,
\end{aligned}
$$

for every $v \in V$, almost everywhere in $(0, T)$, and

$$
p(T)=b_{2}\left(\bar{\varphi}(T)-\varphi_{\Omega}\right), \quad r(T)=0 .
$$

Proof of Theorem 6.25. We perform on the adapted adjoint system 6.46-6.50) the
same first estimate of the proof of Theorem 6.6, getting

$$
\begin{aligned}
& \frac{\beta}{2}\left\|q_{\alpha, \beta}(t)\right\|^{2}+C_{0} \int_{Q_{t}^{T}}\left|q_{\alpha, \beta}\right|^{2}+\alpha \int_{Q_{t}^{T}}\left|\partial_{t} p_{\alpha, \beta}\right|^{2}+\frac{\alpha}{2}\left\|p_{\alpha, \beta}(t)\right\|^{2}+\frac{1}{2}\left\|\nabla p_{\alpha, \beta}(t)\right\|^{2} \\
& \quad+\int_{Q_{t}^{T}}\left|\nabla p_{\alpha, \beta}\right|^{2}+\frac{\mathcal{B}+1}{2}\left\|r_{\alpha, \beta}(t)\right\|^{2}+\left\|\nabla r_{\alpha, \beta}(t)\right\|^{2}+\mathcal{B} \int_{Q_{t}^{T}}\left|\nabla r_{\alpha, \beta}\right|^{2} \\
& \quad+\int_{Q_{t}^{T}}\left|\partial_{t} r_{\alpha, \beta}\right|^{2}+\int_{Q_{t}^{T}}\left|\Delta r_{\alpha, \beta}\right|^{2} \\
& \leq \\
& \frac{\beta}{2}\left\|q_{\alpha, \beta}(T)\right\|^{2}+\frac{\alpha}{2}\left\|p_{\alpha, \beta}(T)\right\|^{2}+\frac{1}{2}\left\|\nabla p_{\alpha, \beta}(T)\right\|^{2}+\int_{Q_{t}^{T}} b_{1}\left(\bar{\varphi}_{\alpha, \beta}-\varphi_{Q}\right) q_{\alpha, \beta} \\
& \quad+\int_{Q_{t}^{T}}\left(J * q_{\alpha, \beta}\right) q_{\alpha, \beta}-\int_{Q_{t}^{T}} \overline{\mathcal{C}}_{\alpha, \beta} \bar{\sigma} f^{\prime}\left(\bar{\varphi}_{\alpha, \beta}\right) r_{\alpha, \beta} q_{\alpha, \beta} \\
& \quad+\int_{Q_{t}^{T}}\left(\overline{\mathcal{P}}_{\alpha, \beta} \bar{\sigma}_{\alpha, \beta}-\mathcal{A}\right) f^{\prime}\left(\bar{\varphi}_{\alpha, \beta}\right) p_{\alpha, \beta} q_{\alpha, \beta}+\int_{Q_{t}^{T}} q_{\alpha, \beta} p_{\alpha, \beta} \\
& \quad+\int_{Q_{t}^{T}} \overline{\mathcal{C}}_{\alpha, \beta} f\left(\bar{\varphi}_{\alpha, \beta}\right) r_{\alpha, \beta}\left(\partial_{t} r_{\alpha, \beta}+\Delta r_{\alpha, \beta}\right) \\
& \quad-\int_{Q_{t}^{T}} \overline{\mathcal{P}}_{\alpha, \beta} f\left(\bar{\varphi}_{\alpha, \beta}\right) p_{\alpha, \beta}\left(\partial_{t} r_{\alpha, \beta}+\Delta r_{\alpha, \beta}\right) \\
& \quad-\int_{Q_{t}^{T}} \bar{\chi}_{\alpha, \beta} q_{\alpha, \beta}\left(\partial_{t} r_{\alpha, \beta}+\Delta r_{\alpha, \beta}\right)-\int_{Q_{t}^{T}} r_{\alpha, \beta} \partial_{t} r_{\alpha, \beta} .
\end{aligned}
$$

We show only how to bound the first three terms on the right-hand side, as all the other terms on the right-hand side can be treated exactly in the same way as in Section 6.2.1 and in the proof of Theorem 6.19 , using Theorem $\sqrt{4.15}$. To this end, taking into account the modified terminal conditions (6.50) we have

$$
p_{\alpha, \beta}(T)=b_{2}\left(\bar{\varphi}_{\alpha, \beta}(T)-\varphi_{\Omega}\right) \in V, \quad q_{\alpha, \beta}(T)=\frac{\alpha}{\beta} b_{2} \bar{\mu}_{\alpha, \beta}(T) .
$$

Then, it follows that

$$
\begin{aligned}
& \frac{\beta}{2}\left\|q_{\alpha, \beta}(T)\right\|^{2}+\frac{\alpha}{2}\left\|p_{\alpha, \beta}(T)\right\|^{2}+\frac{1}{2}\left\|\nabla p_{\alpha, \beta}(T)\right\|^{2} \\
& \quad=\frac{b_{2}^{2}}{2} \frac{\alpha^{2}}{\beta}\left\|\bar{\mu}_{\alpha, \beta}(T)\right\|^{2}+\frac{\alpha}{2}\left\|b_{2}\left(\bar{\varphi}_{\alpha, \beta}(T)-\varphi_{\Omega}\right)\right\|^{2}+\frac{1}{2}\left\|\nabla b_{2}\left(\bar{\varphi}_{\alpha, \beta}(T)-\varphi_{\Omega}\right)\right\|^{2}
\end{aligned}
$$

Now, by Theorem 4.15 we have that $\left\{\alpha^{1 / 2} \bar{\mu}_{\alpha, \beta}\right\}_{\alpha, \beta}$ is uniformly bounded in $C^{0}([0, T] ; H)$ : hence, thanks also to the regularity $\varphi_{\Omega} \in V$, we deduce that there exists $C>0$, independent of $\alpha, \beta$, such that

$$
\frac{\beta}{2}\left\|q_{\alpha, \beta}(T)\right\|^{2}+\frac{\alpha}{2}\left\|p_{\alpha, \beta}(T)\right\|^{2}+\frac{1}{2}\left\|\nabla p_{\alpha, \beta}(T)\right\|^{2} \leq C\left(1+\alpha+\frac{\alpha}{\beta}\right) .
$$

Consequently, the scaling $\lim \sup \frac{\alpha}{\beta}<+\infty$ on $(\alpha, \beta)$ yields that

$$
\frac{\beta}{2}\left\|q_{\alpha, \beta}(T)\right\|^{2}+\frac{\alpha}{2}\left\|p_{\alpha, \beta}(T)\right\|^{2}+\frac{1}{2}\left\|\nabla p_{\alpha, \beta}(T)\right\|^{2} \leq C
$$

As we anticipated above, all the remaining terms on the right-hand side can be treated exactly as in Section 6.2.1 and in the proof of Theorem6.19, so that we infer that there exists a positive constant $C$, independent of both $\alpha$ and $\beta$, such that

$$
\begin{aligned}
& \alpha^{1 / 2}\left\|p_{\alpha, \beta}\right\|_{H^{1}(0, T ; H)}+\left\|p_{\alpha, \beta}\right\|_{L^{\infty}(0, T ; V)}+\beta^{1 / 2}\left\|q_{\alpha, \beta}\right\|_{L^{\infty}(0, T ; H)}+\left\|q_{\alpha, \beta}\right\|_{L^{2}(0, T ; H)} \\
& \quad+\left\|r_{\alpha, \beta}\right\|_{H^{1}(0, T ; H) \cap L^{\infty}(0, T ; V) \cap L^{2}(0, T ; W)} \leq C .
\end{aligned}
$$

Moreover, elliptic regularity theory and (6.22)-(6.23) leads to

$$
\left\|p_{\alpha, \beta}\right\|_{L^{2}(0, T ; W)} \leq C,
$$

while by comparison in 6.21), as in the proof of Theorem 6.19, we infer that

$$
\left\|p_{\alpha, \beta}+\beta q_{\alpha, \beta}\right\|_{H^{1}\left(0, T ; L^{1}(\Omega)\right)} \leq C
$$

By the usual weak compactness criteria, we infer the existence of functions ( $p, q, r$ ) such that as $\alpha, \beta \rightarrow 0$ it holds, for every $\kappa \geq 1$ if $d=2$ and $1 \leq \kappa<6$ if $d=3$, and along a non-relabelled subsequence,

$$
\begin{aligned}
p_{\alpha, \beta} \rightarrow p & \text { weakly in } L^{2}(0, T ; W), \\
q_{\alpha, \beta} \rightarrow q & \text { weakly in } L^{2}(0, T ; H), \\
p_{\alpha, \beta}+\beta q_{\alpha, \beta} \rightarrow p & \text { weakly in } H^{1}\left(0, T ; W^{*}\right), \\
r_{\alpha, \beta} \rightarrow r & \text { weakly star in } H^{1}(0, T ; H) \cap L^{\infty}(0, T ; V) \cap L^{2}(0, T ; W), \\
& \text { strongly in } C^{0}\left([0, T] ; L^{\kappa}(\Omega)\right) \cap L^{2}(0, T ; V), \\
\alpha p_{\alpha, \beta} \rightarrow 0 & \text { strongly in } H^{1}(0, T ; H) \cap L^{2}(0, T ; W), \\
\beta q_{\alpha, \beta} \rightarrow 0 & \text { strongly in } L^{\infty}(0, T ; H) .
\end{aligned}
$$

Moreover, since by Theorem4.15we have that, for every $\kappa \geq 1$ if $d=2$ and $1 \leq \kappa<6$ if $d=3$,

$$
\bar{\varphi}_{\alpha, \beta} \rightarrow \bar{\varphi} \quad \text { strongly in } C^{0}\left([0, T] ; V^{*}\right) \cap L^{2}\left(0, T ; L^{\kappa}(\Omega)\right),
$$

we can pass to the limit as $\alpha, \beta \rightarrow 0$ in the variational formulation 6.38)-6.41, treating the term with $F^{\prime \prime}$ as in the proof of Theorem 6.19 , and conclude. The uniqueness of the weak solution ( $p, q, r$ ) follows from linearity and the estimates already performed.

### 6.2.4.2 Letting $\alpha, \beta \rightarrow 0$ in the Optimality Condition

Here, we conclude the asymptotic analysis by letting $\alpha, \beta \rightarrow 0$ in the optimality condition for $(C P)_{\alpha, \beta}^{\text {ad }}$, and proving the corresponding necessary conditions for $(\overline{C P})$.
Theorem 6.26. Assume B1-B7, D1-D7. Then, every optimal control $(\overline{\mathcal{P}}, \bar{\chi}, \overline{\mathcal{C}})$ of $(\overline{C P})$ necessarily satisfies

$$
\begin{aligned}
& \int_{Q}(\mathcal{P}-\overline{\mathcal{P}}) \bar{\sigma} f(\bar{\varphi}) p-\int_{Q}(\chi-\bar{\chi}) \bar{\sigma} q-\int_{Q}(\mathcal{C}-\overline{\mathcal{C}}) \bar{\sigma} f(\bar{\varphi}) r \\
& \quad+\alpha_{P}\left(\overline{\mathcal{P}}-\mathcal{P}_{*}\right)(\mathcal{P}-\overline{\mathcal{P}})+\alpha \chi\left(\bar{\chi}-\chi_{*}\right)(\chi-\bar{\chi}) \\
& \quad+\alpha_{C}\left(\overline{\mathcal{C}}-\mathcal{C}_{*}\right)(\mathcal{C}-\overline{\mathcal{C}}) \geq 0 \quad \forall(\mathcal{P}, \chi, \mathcal{C}) \in \mathcal{U}_{\mathrm{ad}}
\end{aligned}
$$

## Chapter 6. Optimal Control Theory of the Nonlocal Model

where $(\bar{\varphi}, \bar{\mu}, \bar{\sigma})$ and ( $p, q, r$ ) are the unique solutions to (4.1)-(4.5) and 6.21)-(6.25) with $\alpha=\beta=0$ in the sense of Theorems 4.15 and 6.25 respectively.
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